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ABSTRACT

Side-channel attacks are one of the rising security concerns in
modern computing platforms. Observing this, researchers have
proposed both hardware-based and software-based strategies to
mitigate side-channel attacks, targeting not only on-chip caches
but also other hardware components like memory controllers and
on-chip networks. While hardware-based solutions to side-channel
attacks are usually costly to implement as they require modifica-
tions to the underlying hardware, software-based solutions are
more practical as they can work on unmodified hardware. One
of the recent software-based solutions is constant-time program-
ming, which tries to transform an input program to be protected
against side-channel attacks such that an operation working on a
data element/block to be protected would execute in an amount
of time that is independent of the input. Unfortunately, while quite
effective from a security angle, constant-time programming can
lead to severe performance penalties.

Motivated by this observation, in this paper, we explore novel
hardware support to make constant-time programming much more
efficient than its current implementations. Specifically, we present
a new hardware component that can greatly improve the perfor-
mance of constant-time programs with large memory footprints.
The key idea in our approach is to add a small structure into the
architecture and two accompanying instructions, which collectively
expose the existence/dirtiness information of multiple cache lines
to the application program, so that the latter can perform more
efficient side-channel mitigation. Our experimental evaluation us-
ing three benchmark programs with secret data clearly show the
effectiveness of the proposed approach over a state-of-the-art im-
plementation of constant-time programming. Specifically, in the
three benchmark programs tested, our approach leads to about
7x reduction in performance overheads over the state-of-the-art
approach.
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1 INTRODUCTION

For a long time, computer architectures have been designed with no
provisions for preventing side-channel attacks. As a result, many
computer systems today have “vulnerabilities” that can be taken
advantage of by adversaries. Exploiting simple properties, such as
timing, heat or electromagnetism, attackers can find ways to steal
secrets from victim programs. Among those properties, “timing”
is probably the most popular one for the reason that attackers do
not need any physical access to a victim computer. Additionally, an
application’s running time normally varies across different execu-
tion environments with different cache hierarchies/capacities and
shared memory controllers, and attackers might be able to infer
the current state of a program by making use of the timing infor-
mation. As a result, there has been a plethora of recent research
[2-5, 12, 15, 16, 24, 27, 28, 30, 31, 41, 51] focusing on both timing
attacks and their potential consequences.

Along with the discovery of various side channel attacks, re-
searchers have also investigated various ideas of mitigation, either
from hardware side [11, 13, 29, 32, 36, 44, 48, 53] or software side
[10, 21, 25, 34, 37, 46, 47]. One of the ideas for hardware-based miti-
gation is “resource partitioning” [18, 22, 29, 35, 36, 42, 43, 45]. It is to
be noted that the root cause of the timing side channels is “resource
sharing”. With shared hardware components, attackers are able to
observe the “footprints” left by the execution of victim programs
to gain information if those footprints are “secret-dependent”. One
particular mitigation strategy that prevents attackers from learn-
ing application footprints is to partition hardware components/re-
sources spatially or temporarily, as discussed by [18, 22, 35, 36] and
[42, 43, 45], respectively. However, partitioning contradicts the goal
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of one of the mechanisms through which hardware utilization can
be improved, namely, resource sharing. Simultaneous multithread-
ing (SMT), shared last-level caches (LLCs), and shared memory
controllers are all built upon the general idea of resource sharing
and are essential for improving latency and/or throughput of mod-
ern hardware. While in some scenarios it might be acceptable to
significantly sacrifice performance to guarantee security, in most
cases severe performance degradation is not acceptable.

Another hardware-centric idea for improving security is to em-
ploy “reshaping” [53] [11]. The idea behind this approach is to
reshape a program’s memory accesses into “predefined patterns”
that are independent of the secret. Note however that this approach
requires extensive profiling and may not, at the end, fully guaran-
tee security. Also, a reshaping strategy typically cannot deal with
early termination attacks [14, 17] and is not suitable for compo-
nents with very heavy data traffic like on-chip caches. Another
hardware-based mitigation strategy is “randomization” [23, 32].
However, randomization typically does not provide full security
guarantees [33, 38].

In comparison, a software-based mitigation approach transforms
application code, either manually or through a compiler, so that
the transformed code does not leave secret-dependent footprints in
hardware. Compared to hardware-based mitigation, software-based
mitigation is more flexible, and in particular, it is applicable to com-
puter systems that have been developed with no built-in hardware
mitigation strategy. Also, different programs usually have different
levels of security requirements. Hardware-based mitigation might
be able to meet those requirements precisely [13, 43]; however, it
does not scale well to a system with hundreds of security domains.
Software mitigation, thanks to its flexibility, allows programs with
and without security requirements to run on the same machine. The
cons are that a not-so-clear (or undefined) “security contract” be-
tween software and hardware can make software-based mitigation
less effective than its potential.

Another problem with software-based mitigation is the poten-
tial “performance loss”. It is well acknowledged that efforts for
security almost always hurt performance. Past research [9, 21, 34]
has designed and implemented various techniques and libraries for
software-based mitigation, with little loss in performance. How-
ever, we show in this paper that, their performance appeal gets
diminished when the underlying Dataflow Linearization Set is
large. Dataflow linearization set is the set of “all” possible addresses
for a memory access. It is a set meant for dataflow linearization.
Mitigated programs need to access each and every element in this
set to make their memory footprints entirely “secret-independent”.
In general, a dataflow linearization set with size greater than 1 leads
to a side channel. Generally speaking, while cryptography libraries
have very small dataflow linearization sets for their secret-relevant
memory accesses, this is not always the case with other types of
programs. Some existing proposals might help with this problem.
For example, “scratchpad memories” [21] are programmable “cache-
like” structures. By loading protected programs into a scratchpad
at the beginning, one could prevent attackers from learning the
secrets through the observation of the footprints in the caches or
memory controllers. It is to be emphasized however that, it usually
takes a large memory space to put a whole dataflow linearization
set in. Researchers have also explored the idea of preloading the
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programs to be protected into a cache [47]; however, under this
strategy, an attacker can still evict lines from the cache.

Motivated by these observations, in this work, we focus on the
problem of “large dataflow linearization sets” in mitigating “cache
side-channels”. The key aspect of our solution is to provide a given
application program with information of whether the required
cache lines are “valid” or “dirty” in the cache. With a new structure
added to the hardware, such cache information can be exposed to
the application program and, in this way, the performance of the
mitigated application code can be significantly improved. Further-
more, compared to a scratchpad-based solution, we require far less
memory area, and compared to a preloading-based strategy, we
provide strict security guarantees.

The specific contributions this paper makes can be summarized
as follows:

e We expose the “large dataflow linearization set” problem in
software mitigation.

e We design a small hardware structure that records the “ex-
istence” and “dirtiness” information for the cache lines and
add two new instructions into the mico-operation set of
X86-64 ISA to use the proposed structure. With this new
hardware structure in place, the cache state gets exposed so
as to help the application program to reduce the performance
degradation originating from side channel mitigation.

e We modify a state-of-art software mitigation tool with new
load and store algorithms which make use of our new instruc-
tions. As a result, application programs can automatically get
transformed into their secure versions with minimal impact
on performance.

o We test the effectiveness of our proposed solution using
benchmark programs provided in a state-of-art software mit-
igation paper [9]. Our experimental results clearly show that
the performance of the programs with large dataflow lin-
earization sets can be improved by 7x by our work, compared
to a state-of-the-art side-channel mitigation scheme.

2 BACKGROUND

In this section, we provide background on side channels in caches
and other hardware components, resource partitioning, constant-
time programming, and the threat model adopted in this work.

2.1 Cache Side Channels

Limited cache capacities and access time variances make side chan-
nel attacks on caches possible. Three popular cache side chan-
nel attack models include FLUSH+RELOAD, EVICT+TIME and
PRIME+PROBE, which are briefly explained below.

Figure 1 is an example of how to use Prime+Probe to launch an
attack by Algorithm 1. In the victim program, there needs to be a
“knob”, which is either a branch on secret data or a secret-dependent
memory access. The attacker primes first, then waits for some time,
and finally probes.

2.2 Non-Cache Side Channels

Non-cache hardware components also have vulnerabilities that can
pave the way for various side channel attacks. Contentions may
happen in such components due to inter-process/inter-application
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Algorithm 1: Attacker: Prime and Probe
1 while (1) do

2 for (each cache set) do // Prime Phase
3 start = time();

4 access all cache ways

5 end = time();

3 access_time = end - start;

7 wait for victim access

8 for (each cache set) do // Probe Phase
9 start = time();

10 access all cache ways

11 end = time();

12 access_time = end - start;

® ® ¥ A |V
® ® ®
® ® v A [v]
TO: Prime Ti: Victim T2: Probe
Access

Figure 1: Illustration of the Prime+Probe attack. A: attacker,
V:victim, square: cache block, triangle: cache miss of attacker

sharing. For example, in a multicore system, memory controllers
are typically shared among multiple cores. An attacker can keep
sending requests to a memory controller and observe the delays of
those requests [42]. An increased delay indicates that there are other
parties sending requests to the same memory controller. Cache
ports, unpipelined algorithmic units, network-on-chip, and other
shared components all have vulnerabilities to potential contention-
based attacks [3, 4, 12, 28].

2.3 Constant-Time Programming

Constant-time programming is a programming principle to direct
programmers writing programs that are safe from side-channel at-
tacks. Constant-time programming have two main rules to mitigate
cache-based side channels: i) no branch on secrets (control-flow secu-
rity) and ii) no secret-dependent memory accesses (data-flow security).
Prior works [34, 37, 46, 47] have proposed various solutions to au-
tomatically transform programs into their so called “constant-time”
versions.

There are multiple ways to implement the first rule mentioned
above, including control flow linearization. The idea is to execute
both sides of a secret-dependent branch regardless of the true branch
outcome. A constant-time programming compiler transforms a
given original (insecure) program into its branchless version by
keeping a “taken” predicate for each branch region. Consequently,
both the “if” path and "else" path are executed, and the “taken”
predicate determines how to merge the results of the “if” and “else”
blocks when exiting the current branch region [9]:
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if (secret) {

A taken = secret;
3 A

} else { . Bt
B; !

) Merge (secret, A, B);

For the second rule, which is the main target of this paper,
dataflow linearization (explained below) is a common technique.
To clarify, we say a memory access is “secret-dependent” if an at-
tacker can infer secrets from the memory address that is accessed.
In the following example, we show how a secret is leaked from a
secret-dependent access:

void histogram(int in[1, int out[]) {

for (i=0;i<SIZE;i++) {
int v=in[il];
if (v>0) t=v%SIZE;
else t=(0-v)%SIZE;
out[tl=out[t]+1;

}

In this example, array in contains secret inputs. A sufficiently pow-
erful attacker (e.g., using prime-and-probe attack) would be able to
learn the value of each element in[i] by observing which address is
accessed by out [t]. Consequently, we say that the memory access
out [t] is “secret-dependent”.

In constant-time programming, all possible addresses of a secret-
dependent memory access (with any input) form what is called
a Dataflow Linearization Set in this paper. For example, the
dataflow linearization set of the memory access out [¢] in the previ-
ous example is all elements in array out. Given a dataflow lineariza-
tion set DS, Dataflow Linearization eliminates cache side channel
by accessing each and every element of DS in every execution in-
stance so that the attacker cannot figure out which of these accesses
was really the intended one. Note that, addresses in dataflow lin-
earization set are often continuous. A software-mitigated version
of the example code fragment above is as follows:

void histogram(int in[], int out[]) {
for(i=0;i<SIZE;i++) {
int v=in[i];
if(v>0) t=v%SIZE;
else t=(0-v)%SIZE;
for (j=0;J<SIZE;j++){
int p = outl[jl;
out[j] = (j==t)?p+1:p;

}

It is to be noted that, in this case, the dataflow linearization set of
memory access out [t] is array out. In the transformed (secure/mit-
igated) program, each load requires accessing all elements in the
dataflow linearization set while each write requires first reading
the data out and then writing it back. Clearly, by accessing each and
every element in a dataflow linearization set, the mitigated program
leaves “secret-independent” footprints. Note also that, the elements
in the dataflow linearization set can be of different strides based on
the threat model assumed (more on this below). For example, if the
attacker cannot tell memory accesses to the same cache line from
one another, the stride in the dataflow linearization set is the size
of a cache line (e.g., 64 bytes) [37]. As a result, the size of dataflow
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linearization set is reduced. However, even an optimized dataflow
linearization set can still be very large. As a result, accessing an
entire dataflow linearization set may cause significant performance
penalties in many practical scenarios.

2.4 Threat Model

While the published works in the literature employ different threat
models [11, 21, 28], in this work, we assume that the attacker cannot
directly access victim’s data, though the attacker and the victim
are assumed to be executing on the same machine and share the
same (target) cache. The attacker is assumed to have access to the
source/binary of the program and seeks to leak secret-dependent
computations via the potential cache-based side channels. We fur-
ther assume that the victim program does not share any writable
data lines. Note that similar attack models have been used in prior
research [9, 21, 34] as well. By the very definition of “sharing”, the
cache is assumed to be not partitioned between the attacker and
the victim. We do not have a constraint on what level of the cache
hierarchy the attacker and the victim are sharing. More specifically,
the attacker and the victim can be running on the same core, in
which case they share private caches (say, L1 and L2) as well as the
last-level cache (LLC). Alternatively, the attacker and the victim
could be running on different cores, in which case they only share
the LLC. Also, we do not stipulate anything on the “inclusivity” of
the caches in the system: caches can be inclusive, non-inclusive, or
exclusive (and inclusivity does not influence the effectiveness of
our work).

In this work, our focus is on an “access-driven” attacker that
can observe the changes in the target cache, via Prime+Probe (ex-
plained above), with the goal of inferring secrets from the victim’s
program. We do not focus on leakages by operations other than
memory accesses such as computations in unpipelined hardware
structures [40]. The leakage from such structures can be easily
eliminated by constant-time programming. We do not discuss the
leakage from branch prediction units either, which could be handled
by a technique known as branch linearization [9] in constant-time
programming.

Note that, with control flow linearization and dataflow lineariza-
tion, instruction and data memory access traces are identical re-
gardless of the secret value. As a result, no leakage can originate
from memory/storage units such as TLBs, last-level caches (LLCs),
and memory controllers.

Also, we assume that the attacker cannot distinguish accesses
to the same cache line from one another. This assumption is due
the fact that the cache side channel attacks are generally at the
granularity of “cache lines”. Some prior works [26, 51] have demon-
strated that cache side channels could even be formed at smaller
granularities (e.g., in the context of bank conflict-based attacks). But,
such bank conflicts are not reported in newer architectures [26].
As a result, we do not consider bank conflict attacks in our work.
Consequently, the stride of the dataflow linearization set is of the
size of a cache line (64 bytes) in this paper.

Prior research [52] has discussed that there is no clear “security
abstraction” between software and hardware; and, this can make
constant-time programming insecure. In particular, the main con-
cern about secret-dependent memory access is “silent stores” [40].
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However, if or how silent stores are implemented in modern com-
mercial architectures is not publicly available at the time of this
writing. Hence, in this paper, we do not consider the potential effects
of silent stores. Since our work is based on existing constant-time
programming, we leave the silent store issue to a future study.

3 MOTIVATION

In this section, we motivate for our proposed hardware structure
for constant-time programming.

3.1 Performance Problem of Constant-Time
Programming

Previous works [9, 21, 34, 37, 47] provide various constant-time
programming tools with reasonable performance overheads. How-
ever, the focus of such prior works has been on “small” dataflow
linearization sets. This is because most of the benchmark programs
tested in these prior studies come from the cryptography libraries,
which typically have look-up tables of small-to-moderate sizes. It
is noticeable that not only cryptography libraries are secret sen-
sitive, but also common processing tasks, especially in the era of
cloud computing. The processing tasks, such as statistics-related
programs[7] and graph processing[8], can be vulnerable to data
leakage from cache side channel. We target the programs of which
dataflow linearization sets are not as small as those in cryptography
libraries.

— noavx

— avx2
50 A

40

30 4

Exec time overhead

10 4

input size

Figure 2: Overhead in Histogram with various size of dataflow
linearization set.

To better understand how prior works scale with dataflow lin-
earization set size, we have tested two application programs from [9],
but with varying input sizes. The results we have collected with
Histogram are plotted in Figure 2, and show how much the over-
head is, with respect their insecure (original) versions. Note that
the original input sizes used in these benchmark programs is 1,000
for Histogram, which makes the sizes of dataflow linearization sets
to be %(note also that the size of a dataflow linearization set
depends on the data flow as well as the size of the secret input; also
cache line size, 64 bytes, is the stride for dataflow linearization set
in this case). As can be seen from the results presented in Figure 2,
the overhead observed with the default inputs is twice the number
of the cycles of the “original” (“insecure”) programs. However, as
the input size grows, the overheads grow very rapidly, and, with
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Figure 3: An example of accessing a dataflow linearization
set. The targeted load address is 0x1048, data linearization
set of that address is DS={0x1008, 0x1048, 0x1088, 0x10c8,
0x1108}. In cache, we have lines of 0x1040, 0x1080 and 0x10c0
valid. If we issue every address in DS to cache, there are 5
requests. However, If we know validness, only 3 requests are
required. See Section 3.2 for more detail.

an input size of 10,000 in Histogram, we see that, even with the
support of avx2 optimization, the performance overheads can be as
high as 50 times of the cycles of the original programs!

As shown in [9], there is no sensitive branch in Histogram. As
a result, we can contribute the overhead mainly to the dataflow
linearization, which is to access the elements in the dataflow lin-
earization set with stride. We test Histogram with cachegrind [1],
a profiling tool that prints out statistics of a cache, including the
number of cache accesses and the number of cache misses. The
statistics reported below give the number of accesses to the L1
data/instruction cache (L1d ref/L1i ref) and the number of misses
in the LLC cache (LL misses) for three versions (original, secure,
and secure with the avx2 support) of Histogram with an input size
of 10,000.

Input size L1d ref L1iref LL misses
origin 142,154 510,720 3793
secure 18,912,170 | 138,380,746 3796

secure with avx | 19,022,174 83,230,746 3807

From the table above, we can eliminate the extra accesses to
main memory (DRAM) as the cause for very high overhead. This
is because the number of LLC misses represents the main mem-
ory accesses. The significant increase in L1i/L1d ref indicates that
the extra accesses to the data cache and the execution of the ex-
tra instructions (for address calculation mainly) have significant
influence on performance.

3.2 Can the Number of Accesses Be Reduced?

Our idea is based the insight illustrated by the following example
where an attacker cannot distinguish accesses to the lines already
in the cache from one another.

Normally, a mitigated program needs to access each and every
element in a dataflow linearization set. Otherwise, it might leak
information via side channel. However, we observe that, accessing
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each and every element in a dataflow linearization set is only neces-
sary in a “worst-case” scenario. For instance, consider the example
shown in Figure 3. In this example, the secret-dependent memory
access is a load from 0x1048, and the dataflow linearization set
of this access is DS={0x1008, 0x1048, 0x1088, 0x10c8, 0x1108}. A
straightforward mitigation strategy such as [9] needs to load all the
elements in DS, which takes a total of 5 accesses. However, if the
program could somehow know the existence of each element in
DS when it is about to issue the memory access to 0x1048, the num-
ber of accesses could be reduced. In this example, since cache lines
for 0x1048, 0x1088 and 0x10c8 all exist in the cache, the mitigated
program only needs to issue one (real) access to the address 0x1048
and then issues accesses to 0x1008 and 0x1108 to ensure that all
elements are in the cache, regardless of which address is accessed.
Note that this results in a total of 3 accesses. We emphasize that
selectively accessing a subset of DS in this way does not leak any
information because i) the cache status before accessing 0x1048
is secret-independent, as previous cache-side channels are all mit-
igated, and ii) the selective access does not bring/evict any lines
to/from the cache, and as a result, the attacker cannot learn which
of the three lines has been accessed. One potential concern is that
the cache replacement side-channels can still tell the accesses apart.
However, this problem can easily be addressed by not updating
replacement bit (LRU bit) if the access is secret-relevant.

The above example demonstrates the case of accesses to the
dataflow linearization set of a read operation. For accesses to the
dataflow linearization set of a write operation on the other hand,
the dirtiness information is required, which indicates whether the
line has its dirty bit set to 1 in the cache. This is because, a write
operation modifies the dirty bit of the corresponding line in the
cache and this modification cannot be handled in the same way
as the replacement bit (i.e., by skipping the update), due to cache
coherency. In this case, only one access is issued to DSy, (a subset
of DS). Note that the lines in DSy, are all in the cache and have
their dirty bits set to 1. This insight can help the mitigated program
to reduce its number of accesses to the cache, as long as DSeyis: /
DS girty is not empty. Since a dataflow linearization set is usually
to be accessed more than once in cryptography libraries (e.g., a
look-up table is checked many times) as well as other programs
with security concerns, DS,yjst/dirry # @ holds in many cases.

While guaranteeing security and providing performance im-
provement for programs of various data linearization set sizes, our
technique is most efficient when the data linearization set of a pro-
gram can wholly fit into cache. When the size of the linearization
set is larger than the cache size, with some naive cache replace-
ment policies (e.g., LRU), frequent capacity misses can happen. A
straightforward way to deal with this problem is to change the
replacement policy. We will discuss an insight that utilizes coarser
attack granularity in the memory controller to handle this problem
(Section 6.5).

4 DESIGN DETAILS

It should be clear from the discussion above that we need to, some-
how, maintain the “information of existence” and the “information
of dirtiness” in the system, and make the information available
to the application program to be protected against side-channel
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Figure 4: Illustration of the functionalities of the proposed
instructions.

attacks. Unfortunately, current architectures lack both i) hardware
structures that can help us maintain such information and ii) in-
terface (instructions) to expose them to the application program.
These missing components are what our research explores and
evaluates.

4.1 Proposed Instructions

In this section, we give the details of our proposed interface, i.e.,
the new instructions needed for our proposed scheme to work.
We start by observing that maintaining the existence and dirtiness
information can require a substantial amount of space. For example,
with a 4GB main memory, there are 4GB + 64B = 226 cache lines in
total. New instructions should not provide information of all those
lines as a whole since it is too large.

We propose two new instructions to be added to the micro-
operation set of X86-64 ISA, to capture the existence/dirtiness in-
formation for 64 lines - size of a single page:

page size = 4096 bytes = 64 lines X 64 bytes per line.

If we use one bit to indicate the existence/dirtiness of one line,
our new instructions would return 64 bits for existence information
or 64 bits for dirtiness information.

Intuitively, the granularity of managing dataflow linearization
set (DS) affects the number of lookups into bitmap table. Specifically,
with a coarser granularity, the number of lookups gets decreased.
In this work, we set the granularity of managing DS (denoted by M)
to be the page size (M = 12) for two reasons: first, virtual address
and physical address have same 12 least significant bits (same offset
within a page). As shown in Algorithms 2 and 3 (and discussed
later in the paper), Bitmask needs to be generated for preprocessing
(further details can be found in Section 5). Bitmask generation takes
the least M significant bits of the physical address as input. By
setting the granularity to page size (12 bits), we can use the virtual
address to generate this information. Second, page size is often the
"granularity of attack” at the memory controller level. This offers
us with more choices for accesses in our algorithms, which will be
discussed in detail in Section 6.5.

Our new instructions enable users/programs to access the ex-
istence/dirtiness information. However, these instructions cannot
just implement a simple information load from new hardware struc-
ture; rather, our instructions should i) launch a cache access, i.e.,
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load/store from/into cache and ii) load the existence/dirtiness infor-
mation at same time. To see why this is necessary, let us focus on
the left side of Figure 4. In this example, element 6 is the the data ele-
ment to be loaded by the program, which is “secret-dependent”. The
dataflow linearization set for this access is DS = {0, 1, 2,3,4,5,6,7}.
For simplicity, we assume that the lines in DS are within the same
page. Suppose that lines of 1, 2, 4 and 5 are in the cache at the begin-
ning. If our new instruction simply loads the existence information,
the program would get Existp = {1,2,3,4,5} at first (we use, for
simplicity, set Exist;, rather than 64 bits to denote the information
returned to the program). Let us assume now that an attacker evicts
the line that holds element 4 from the cache right after loading the
existence information. In this case, the existence of the elements
should be changed to Exist; = {1, 2,3, 5}. However, the victim pro-
gram is unaware of the change, meaning that it issues accesses to
elements 0, 6 and 7, and only one access to Exist, — to element 1.
As a result, element 4 does not exist in the cache after the accesses
issued by the victim. Based on this observation, the attacker learns
that element 4 is not the victim’s required access and subsequently
excludes some candidates of the victim’s secret. Note that the above
information leakage is due to the fact that the existence information
obtained by the victim cannot accurately represent the existence of
the lines by the time the victim is accessing the cache.

Motivated by this discussion, we propose two new instructions,
one “load” instruction and one “store” instruction. Each of these
instructions, at the same time, i) performs a cache access and ii)
loads existence/dirtiness information. As shown on the right side of
Figure 4, our new load instruction loads the information of existence
and accesses the cache in one step. It is to be noted that the cache
access of our new instructions is not the same as the cache access
of normal load and store instructions. For example, as shown on
the right side of Figure 4, element 6 is the requested data item
but the new instruction does not load it. Furthermore, the new
instruction does not forward misses to the next level in the cache
hierarchy or to the main memory, for security reasons. So, this new
load instruction may not load the data requested by the original
program. It is the same with the new store instruction, i.e., it may
not write the data into the requested address.

Instead, to ensure security and functionality of the application
program, we design algorithms for loading and storing elements in
the dataflow linearization set, which are discussed in detail in the
next section. However, for now, let us define our new instructions
more formally:

1) Our new load instruction, CTLoad, has one input, address, and
two outputs, data and existence. data may or may not be the actual
data requested by program originally; that depends on whether the
line of the address is in the cache or not. The existence information
on the other hand is of 64 bits (8 bytes), and helps the program
to get the actual data using the algorithm explained in the next
section. The semantics of CTLoad is more precisely shown with
the pseudo-code below:

Input: address
Output: data, existence
IF address hit in cache
data = load(address)
ELSE
data = @
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Data Entry
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B IA tag \ Data Entry
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Figure 5: Proposed hardware design. When a request arrives
at cache, the address also goes to BIA which outputs Ex-
istence/Dirtiness information. All cache hit/invalid signal
from cache tag will also goes to BIA for Data Entry updating.

existence = getExistenceByPageldx (address)
return data, existence

2) Our new store instruction, CTStore, has two inputs, address
and data, and one output, dirtiness. data may or may not get stored
into address provided by CTStore. With dirtiness (64 bits = 8 bytes)
and some additional processing (explained shortly) after CTStore,
data is stored into address. The semantics of CTStore can be more
precisely defined as follows:

Input: address, data

OQutput: dirtiness

IF address has dirty bit set to 1 in cache
store(address, data)

ELSE
DO NOTHING

dirtiness = getDirtinessByPageIdx (address)

return dirtiness

4.2 Proposed Hardware Structure

Our proposed hardware structure BIA (BItmAp) is essentially a
table of “bitmap” entries. As shown in Figure 5, each entry of BIA
records the existence and dirtiness information of 64 lines in a page.
The existence information is of 64 bits, with each bit indicating the
existence of one line in the cache. The dirtiness information is also
64 bits, and specifies if the corresponding line has its dirty bit set
to 1 in the cache. The tag of the entry records the index of the page
that it refers to.

BIA is similar to a cache memory; hence, the placement and
replacement policies employed by conventional caches can be ap-
plied here. In our design, we opt to use a set-associative policy for
placement and an LRU policy for replacement. An entry in BIA is
installed when the corresponding address required by CTLoad or
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CTStore is not found in BIA, triggered by a miss after tag compar-
isons in BIA. An entry is allocated and initialized with the existence
and dirtiness bits set to 0, and it fills the tag with the page index.

BIA monitors the cache for any update. When there is a hit in
the cache and there is an entry in BIA for the corresponding page of
that memory address, the corresponding existence bit in the entry is
set to 1. In addition, the dirty bit of that line in the cache is checked;
this bit is used for updating the dirtiness information in the BIA
entry. When there is an invalidation, BIA checks if the page index
of that line hits in the BIA. If it hits, the existence and dirtiness bits
for that line in the entry for that page are set to 0. When there is a
change in the dirty bit of the cache lines, the corresponding entry
is updated with the dirtiness information. One caveat though is
that the BIA may not be consistent with the cache. Specifically, at
the initialization time, some lines of the page may already be in
the cache, but BIA initiates the existence and dirtiness with all 0s.
However, this inconsistency does not hurt security in any way. We
elaborate on this further in Section 5.3.

Note that the BIA can be placed into the L1 cache or the L2
cache. For an L2-resident BIA though, the behavior of CTLoad and
CTStore is slightly different as, in this case, those two instructions
will bypass the L1 cache; they will check the L2 cache and the L2-
resident BIA. Whether to place the BIA into the L1 cache or the
L2 cache depends largely on the tradeoff between cache capacity
and cache latency. To make it clear, L1 cache has a lower accessing
latency than L2 cache but has smaller capacity. As a result, lines
are more likely find themselves hit in L2. However, in a L2-resident
BIA design, CTLoad and CTStore instructions need to bypass the
L1 cache for security, resulting in extra overhead.

5 PROPOSED ALGORITHMS

As discussed in the previous section, the proposed CTLoad and
CTStore instructions themselves cannot complete the whole func-
tionality of loading/storing data from/to the targeted address in
a secure fashion. In this section, we first provide our algorithms
for “secure” loading and storing with the newly-proposed instruc-
tions. We also prove the functionality and security of the proposed
algorithms. Finally, we discuss our algorithms under different con-
straints.

5.1 Details of Our Algorithms

We now present the algorithms we have implemented in software
to finish secure loading and storing via the CTLoad and CTStore
instructions. It is worth mentioning that the previous constant-time
programming methods/tools [9] provide programs with dataflow
linearization sets of their secret-dependent memory accesses at
compile-time. We utilize those methods/tools for generating the
dataflow linearization sets.

In Algorithms 2 and 3, first, a dataflow linearization set is divided
into pages; this is achieved by grouping lines by their page index
bits (i.e., the 13th-64th bits in a 64-bit machine). Within the loop, the
address input for CTLoad/CTStore needs to be regenerated. Note
that the targeted address of the program may not be within current
page;. In such a case, an address that is within the current page is
picked.
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Algorithm 2: Use CTLoad to load

Input: address: Id_addr
Output: data: ret_data
1 DS = getDataflowLinearizationSetOfAddr(/d_addr)
2 Get the set of pages PAGES = {pagey, pagey, - - - , pagep } that
covers DS
3 for page; in PAGES do
4 addr_to_read = page; | ld_addr [11 : 0]
5 Get Bitmask of page;
6 data, existence = CTLoad(addr_to_read)
7 tofetch = Bitmask & ~ existence
8 fetchset = generateAddrs(page;, ld_addr, tofetch)
9 for address in fetchset do
10 tmpdata = LOAD(address)
L data = (address==addr_to_read)?tmpdata:data

11

1z | ret_data = (Id_addr in page;)?data:ret_data

13 return ret_data

Algorithm 3: Use CTStore to store

Input: address: st_addr
1 data: st_data

2 DS = getDataflowLinearizationSetOfAddr(st_addr)

3 Get the set of pages PAGES = {pagey, pagey, - - - , pagen } that
covers DS

4 for page; in PAGES do

5 addr_to_write = page; | st_addr [11: 0]

6 Get Bitmask of page;

7 ld_data, existence = CTLoad(addr_to_write)

8 st_data_tmp = (st_addr in page;)?st_data:ld_data
9 dirtiness = CTStore(addr_to_write, st_data_tmp)
10 tofetch = Bitmask & ~ dirtiness

11 fetchset = generateAddrs(page;, st_addr, tofetch)

12 for address in fetchset do

13 tmpdata = LOAD(address)

14 tmpdata = (address==st_addr)?st_data:tmpdata
15 STORE(adddress, tmpdata)

Bitmask is generated based on the dataflow linearization set.
Bitmask has 64 bits with each bit identifying if the corresponding
line of that page is in the dataflow linearization set or not. Bitmask
is required by our algorithm because, in a page, some lines might
not be in the dataflow linearization set. For example, if DS={0x1080,
0x10c0, 0x1100, ..., 0x1f80, 0x1fc0}, Bitmask = 111...1116200 be-
cause the first two lines, 0x1000 and 0x1040, are not in DS. While
Bitmask shows if a line is in DS, existence shows if a line is in cache.

In the load algorithm, addr_to_read is passed to CT Load. As dis-
cussed before, data may or may not be the data from addr_to_read,
because CTLoad does not forward request to the next level of
cache or main memory. The job of generateAddrs is to gener-
ate a set of addresses by checking the bits in tofetch. Specifi-
cally, if bit i is 1, a new address is generated using this formula:
address = page[63 : 12] +i << 6 + st_addr [5 : 0] . The first part
of this formula is to obtain the page index; the second part is to
obtain the line index within the page; and the third part is to obtain
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the offset within the line. After the generation, generateAddrs puts
the new address into fetchset and checks the next bit of tofetch.

The store algorithm is more involved. CTStore cannot be directly
used because address_to_write in the current iteration may not be
the same as the targeted address. If address_to_write # st_addr
and addr_to_write is already dirty in the cache, then CTStore cor-
rupts its content. Our solution is to use first the CTLoad instruction.
Note that, doing so would prevent the data in address_to_write
from being corrupted. First, let us assume that there exist no other
processes that access the cache in the meantime. As shown in Fig-
ure 6(a), if the line that includes address_to_write is dirty in the
cache (i.e., D=1) when CTLoad accesses the cache, the returned data
is correct. In this case, CTStore is issued with address_to_write and
the correct data (shown as the yellow circle). Figure 6(b) shows that,
if the line that includes address_to_write does not exist (i.e., V=0)
or is not dirty in the cache (i.e., D=0) at the time CTLoad accesses
the cache, the returned value is not correct (i.e., it is fake, shown as
the red triangle). Since there are no other processes bringing in the
line, CTStore will find that line absent in cache, so that fake data
will not be written back into the cache.

Page 1 Page 1 Page 1 Page 1
B B [0 | paon
CTLoad(1)| CTStore Write back, CTLoad(8)| Not in cache CTStore Write fail,
O w0 bits: 0100 fake data A (8. A) bits: 0100
V| D |addr|Data V| D [addr|Data V | D |addr|Data V| D [addr|Data
0 0 0 0
1] 1 |O 1[1] 1 |O 1] 1 |O 11 1 [O
1fo] 6 |¥% 1[o] s |S% 1[o] s [FX] 1[o] 6 |
0 0 0 0
Cache Cache Cache Cache
(a) load success (b) load fail
Page 1 Page 1 Page 1 ge 1
(]  [m@o]  [Gewn]

CTstore Write fail i CTSt
CTLoad(1) v  CTLoad(E Not in cache Write fail,
l TO [Xe) Tbns: 0000 take data A G Ay | bits: 0100
V[ D|addr|Data] ~~_ | V| D |addr|Data| V | D |addr|Datal V | D |addr|Datal
Other Prefetch
0 0 0 raare |2lo| s |H
Evict
1lload\r/1lrclo 11101110
1fo] 6 [¥¢ 1fo] 6 [¥¢ 1]o] 6 [H¢ 1fo] s [Y%
0 0 0 0
Cache Cache Cache Cache

(c) evict (d) prefetch

Figure 6: Using CTLoad in the store algorithm. Circle: dirty
data in cache; Star: clean data in cache; Triangle: fake data re-
turned by cache; Square: preloaded data(also clean) in cache;
V: valid bit, D: dirty bit; For every subgraph, the left shows
line 7 in Algorithm 3 and the right shows line 9. In between,
there might be other process changes the state of cache,
which is shown by red text.

Let us now consider a more general case where there can be other
applications/processes using the “same cache” at the “same time”. In
cases where the line that contains addr_to_write exists in the cache
when CTLoad is executed but later gets evicted by other processes,
as depicted in Figure 6(c), CTStore will find that line absent in the
cache and DO NOTHING(see Section 4.1(2)). Figure 6(d) illustrates
what will happen if CTLoad encounters a miss and returns the fake
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data but that line then gets brought into the cache by the prefetcher.
Note however that, in such a case, the line should not be dirty (i.e.,
D=0) in the cache; as a result, CTStore cannot write the fake data
back into the cache.

5.2 Functionality Proof

In this part, we prove the functionality of our algorithms that work
along with CTLoad and CTStore. The main functionality of our
algorithms is to load/store data from/to the requested address while
not altering the contents in other addresses.

In the algorithm for load, there is no concern for data corruption.
Hence, all we need to do is to identify if the requested data gets
loaded and if it is returned by the algorithm. When the loop iterates
to the page of the requested line, if that line exists in cache, CTLoad
returns the data from the requested line. If, on the other hand, it
does not exist, the address will be put into fetchset and will get
loaded later. The correctness for algorithm for store is similar to
that for load. There is also no wrong modification to any other
addresses, which we have discussed earlier when discussing the
algorithms. As pointed out before, the BIA is not fully consistent
with the cache. This is because, when a new entry is allocated, some
lines in the related page of this entry might have already been in the
cache. Note however that, this will not influence the correctness of
the functionality of our algorithms. Since the existence information
recorded in the BIA is a subset of the authentic (ground-truth)
existence information, the missed requested address is still put into
fetchset.

5.3 Security Proof

In this part, we prove that our proposed algorithms guarantee the
constant-time programming principle. For each secret-dependent
memory access, a dataflow linearization set DS is generated. El-
ements in DS stride with the size of a cache line. Let us assume
that DS = {L1, Ly, L3, L4, .. .}, where L; is the physical address of
line i; an existence set Exist = {Cy, Cy, C3,Cy, ...}, where Cj is the
physical address of line j in the cache that is recorded to exist by
the BIA; and a dirtiness set Dirty = {D1, Dy, D3, Dy, . ..}, where Dy
denotes the physical address of line k in the cache that is recorded
dirty in the BIA. We have Exist; and Dirty, for every time point
t. Clearly, Dirty, C Exist; and both Exist; and Dirty, are subsets
of the “actual” existence and dirtiness information in the cache.
Note that, for security purposes, Exist; and Dirty, do not need to
be exactly the same as in the cache status.

We use “induction” to prove that Exist, ;) is “secret-independent”,
where (i) is a timestamp. For example, #(1) is the time when the
mitigated program is about to access DS for the first time. Obvi-
ously, Exist; () is secret-independent. Suppose Exist; () is secret-
independent. In our algorithm, DS is split into groups by page index.
So, DS is split into DSp,, DSp,, DS, .. .. Here, DS, stores the lines
in DS that are in page p;. In our algorithm for data load, a CTLoad is
issued for every DSp,. Let us assume that, at time ¢(r), CTLoad for
page p; arrives at the cache and the BIA. Note that CTLoad does not
change the contents in the cache no matter what the secret is. tofetch
is generated by the existence information DSy, — DSp, N Exist, ;)
which has nothing to do with the secret. Therefore, accessing all the
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addresses in tofetch is secret-independent, which leaves “insensi-
tive” footprints in the cache. Additionally, there is no secret-related
accesses between accesses to DS. Consequently, the next time DS is
accessed, Exist;(,11) is secret-independent. A similar proof strategy
can be used for the algorithm for the store instruction as well. The
additional part would be the trick, which we have discussed earlier,
of invoking CTLoad first. Note however that executing CTLoad-
/CTStore does not change the meta-contents of the cache (i.e., they
do not change anything except data).

6 DISCUSSION

In this section, we go over a few important aspects of our proposed
approach.

6.1 Comparison with Cache Pinning

PLcache[44] is a cache design that locks lines in cache (the locked
lines cannot be evicted). PLcache+preload[19], which is based on
PLcache, preloads and locks all sensitive lines in advance, to remove
cache side-channels. While PLcache mitigates the problem of large
data linearization set because only one access to cache will be issued
once data is pinned (although pinning data into cache still requires
accessing the whole data linearization set), it has limitations in
terms of security and fairness. First, PLcache does not achieve the
same level of security as our work since it does not mitigate infor-
mation leakage from dirty bits and LRU bits: those bits can still be
“secret-dependent”. Once those pinned cache lines get “unpinned”,
the memory access patterns to those lines will be leaked from the
replacement and writeback behaviors. Second, PLcache does not
provide the same level of “fairness of service”, compared with our
work. Although cache pinning is beneficial to the protected pro-
gram, it hurts the performance of other processes by exclusively
holding a portion of the cache, i.e., it reduces the effective cache
capacity. Furthermore, this problem can be more severe when the
dataflow linearization set is large as the protected program would
occupy a significant portion of the cache space, and leave few lines
for other processes. Even when the process gets switched out by
the OS, its large pinned area cannot get released. Our proposed
design, in contrast, does not lock lines in the cache, and so, it can
be considered “fair”.

6.2 Bitmap Exposure Discussion

One might also have a concern regarding whether the BIA has any
negative side effect on security, given that the attacker can poten-
tially be able to read the existence and dirtiness information from
the BIA, saving attackers from more costly Prime+Probe-like at-
tacks to reveal the same information. However, we first note that the
existence and dirtiness information from the BIA does not leak any
information for the protected program. For unprotected program,
we propose to prevent direct exposure of the bitmap information
to users by packing the CTLoad / CTStore with the follow-up
LOAD / STORE instructions (i.e., packing the whole algorithms 2
and 3) into macro-operations in X86-64 ISA. By only exposing the
macro-operations to users, the sensitive bitmap reading instruc-
tions CTLoad / CTStore cannot be called directly, and the loaded
existence/dirtiness information remains invisible to users. We leave
the integration of macro-operations to a future study.
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6.3 Cryptography Libraries

As mentioned in Section 3.1, our technique does not target workload
whose dataflow linearization sets are as small as those of cryptogra-
phy libraries. The dataflow linearization set in cryptography library
is usually small. For example, in AES encryption, accesses to T-
table are secret dependent [5]. The size of dataflow linearization
set is |T-table| = 1024 bytes, which equals to 1024/64=16 cache
lines. BIA implementation, on the other hand, groups 64 cache lines
together, which means the dataflow linearization set of AES even
does no exceed the boundary of a single BIA entry. However, BIA
can still benefit cryptography libraries from the security angle and
does not cause much performance penalty. We will show that in
Section 7.3.3.

6.4 Putting BIA into LLC

In Section 4.2, we briefly discussed the options of placing BIA into
L1 or L2 caches. Now, we consider the feasibility of placing BIA into
LLC (last-level cache). In many modern architectures, LLC is sliced
and distributed, and the cache lines of LLC are hashed into slices.
Apart from cache side-channels introduced in Section 2.1, LLC also
suffers from the interconnect side-channels. More specifically, an
attacker could learn which slice/core is sending/receiving informa-
tion from another slice/core by observing the traffic latency [28].
Hence, the LLC interconnect leakage granularity also relates to LLC
slice ID hashing function. Prior works on reverse engineering the
slice hashing function [49, 50] indicate that hashing function takes
some bits of physical address as input.

Let us denote n-bit physical addressas A = (Ap—1, An—2, - - - , Ao),
denote the index of the least significant bit used in slice hashing
function as LS_Hash (e.g., LS_Hash = 12 if A;3 is the least signifi-
cant bit used by the hash function), and denote the granularity of
DS management as M (e.g., M = 12 if the granularity is of page
size). Note that LS_Hash is no less than 6, because cache line is of
size 2.

If LS_Hash > 12 (e.g., as in the case of Intel Skylake-X [49]), it is
feasible to put BIA into the LLC with M = 12. Since the traffic among
slices leaks information at a granularity larger than page size, the
traffic trace among slices/cores is identical with all different offsets
within the same page. Hence, an attacker cannot gain information
by simply observing the traffic. The implementation of this case is
basically similar to the L2 cache BIA design — we bypass the L1 and
L2 caches and fetch the BIA information from the LLC BIA. The
following access in DS (lines 9-11 in Algorithm 2 and lines 12-15 in
Algorithm 3) should also bypass the L1 and L2 caches.

If 6 < LS_Hash < 12, it is still feasible to put BIA into LLC, but
doing so requires M be set to LS_Hash. Note that the leakage from
the interconnect gets eliminated because addresses in the same DS
management set (2M addresses in a set) are resident in the same
LLC slice and the attacker cannot distinguish, by just observing
the traffic among LLC slices/cores, which address in this DS set is
accessed. The implementation of this case is quite similar to that
of the previous case. M is reset to LS_Hash. The BIA management
granularity is no longer the page size; instead, it is 2M = 2L Hash
As a result, there are more CT_Load and CT_Store traffic among
slices and cores, and the traces across the slices and cores do not
leak any information.
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Table 1: Gem5 Configuration

Configuration Parameter
CPU DerivO3CPU
L1d cache 64 KB, 2 cycles latency
L2 cache 1MB,15 cycles latency
Last Level cache 16 MB, 41 cycles latency
BIA in L1d/L2 cache, 1 KB, 1 cycle latency

If LS_Hash = 6 (e.g., as in the case of Intel Xeon E5-2430[50]),
it is not feasible to implement BIA in the LLC, as, in this case, the
continuous cache lines are distributed across different slices.

6.5 Granularity-Based Optimization

Information leakage granularity varies across different memory
units. The finest granularity is of a "cache line" size, given that bank
conflicts are not reported in recent architectures any more [26]). In
addition to cache side-channels, LLC interconnects, memory con-
trollers [42] and DRAM row buffers [31] can also leak information.
The granularity of the LLC leakage is 2-5-H2" With a closed-row
policy, the granularity of memory controller leakage is no less than
the page size. In this work, we have opted to set the DS management
granularity to the page size because it opens up an optimization
space. It is to be noted that, if the entire DS cannot fit into cache,
then the access to DS (lines 9-11 in Algorithm 2 and lines 12-15
in Algorithm 3) might cause frequent cache line replacements and
eventually hurt the performance. However, if LS_Hash > 12, we
can wrap those parts with the following code:

if (sizeof(fetchset) < threashold) {
line 9-11 in Algorithm 2
(line 12-15 in Alorithm 3)

} else {
directly load from DRAM
(directly store to DRAM)

}

We set a threshold for the size of fetchset. If the size of fetchset
exceeds the threshold, we can bypass all the caches below and
access the DRAM directly. In this case, we can avoid the frequent
cache replacements.

7 EXPERIMENTAL EVALUATION

In this section, we first provide the details of our implementation
and experimental setup, and then present and discuss the collected
experimental results.

7.1 Implementation and Experimental Setup

We implemented our proposed BIA on top of the Gem5 simulation
toolset [6]. The default values of the major experimental parameters
of our implementation are listed in Table 1.

The BIA is similar, structure-wise, to a conventional cache mem-
ory, with tags and lines (blocks). We add our new instructions
into the x86-64 ISA. Note that there is no direct store/load style
instructions in x86-64; instead, it has instructions for moving data
between the memory and the register file. During execution, such
mov instructions are broken into “micro-operations” (micro-ops),
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which are technically equivalent to the load and store instructions.
Hence, we add our new instructions in style of micro-ops.

We integrate our instructions into a state-of-art constant-time
programming tool — Constantine [9], which is implemented on top
of LLVM [20]. Constantine identifies all secret-dependent memory
accesses in the program and replaces each of them with accesses to
all of the addresses in the dataflow linearization set. We implement
our algorithms in the Constantine’s dataflow linearization library.

7.2 Benchmark

In this section, we present an experimental evaluation of our pro-
posed approach to side-channel mitigation.

As mentioned in Section 3.1, common processing tasks are also
vulnerable to side channel leakage; their dataflow linearization sets
are of various sizes. For example, the dataflow linearization set
of the histogram program shown in Section 3.1 is array out. The
size of array out depends on the configuration, which gives rise
to different dataflow linearization sizes. In this work, we primarily
target programs whose dataflow linearization sets are much greater
than those of the crypto libraries. This is because the crypto libraries
do not have much performance decrease even with software-based
constant time programming [9].

We provide evaluation results of programs from the Ghostrider
benchmark [21]. We select five programs whose memory access
patterns are either partially predictable or data-dependent (Dijkstra,
Histogram, Permutation, Binary Search and Heappop), shown in
Table 2.

Table 2: Programs with partially predictable or data-
dependent memory access patterns in Ghostrider bench-
marks [21] and their leakage description.

Program Leakage Description
Access to not-yet-selected vertex with
minimum distance to source vertex in
each iteration leaks graph structure;
Size of DS: O (number_of_Vertices?)
Calculating bin number based on data value;
Accesses to bins expose data;
Size of DS: O (number_of_Bin)
Permutation a[b[i]] = i exposes b[i];
Size of DS: O (length_of _array)
Accesses to elements in array
leak comparison trace;
Size of DS: O (length_of _array)
Heap adjusting procedure
brings different access patterns
with different internal data values;
Size of DS: O (length_of _array)

dijkstra

histogram

permutation

binary search

heappop

7.3 Performance Evaluation

Figures 7(a), 7(b), 7(c), 7(d) and 7(e) plot the “execution time over-
heads” of our approach(implement BIA in L1 or L2) and software-
based constant time programming (CT) compared to that of the
insecure baseline. Note that the sizes of dataflow linearization sets
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and the number of visits to the dataflow linearization set are both
very large (when using large inputs) in these three application
programs. It explains why execution time overhead of software
constant time programming increases very fast. With our design
on the other hand, the observed performance overhead reduces
significantly compared to the software constant time programming.

7.3.1  Source of Performance Gain. We gather, from Gemb5, the sta-
tistics on the number of executed instructions, number of accesses
to the L1 instruction caches, number of accesses to the L1 data
caches, and number of accesses to the DRAM. We calculate the
ratio of all those statistics of CT to all those of L1d BIA. We plot
part of the results in Figure 8. We also plot the execution time ratio
in the same figure. As shown in Figure 8, our design greatly reduces
the number of instructions, the number of accesses to the instruc-
tion caches and the number of accesses to the data caches, which all
contribute to the overall performance. In comparison, the number
of accesses to DRAM remains almost the same (y = 1), which means
the performance gain is not related to the DRAM accesses.The other
programs in our benchmarks show similar results: the performance
gain comes from reduced instruction numbers and reduced cache
accesses, not from DRAM accesses.

7.3.2  L1d BIA vs. L2 BIA. We evaluate performance with BIA in the
L1d cache and the L2 cache. As shown in Figure 7, the performance
of the L1d BIA design is better than that of the L2 BIA design in
most of the tests, mainly due to the higher latency of the L2 cache.
The L2 BIA design performs better than the L1 BIA design in dij_128
program (Figure 7(a)). Notice that the size of dataflow linearization
set (DS) is 128*128*sizeof(int) = 64KB, which cannot fit into the L1d
cache (L1d cache is 64 KB but there is some other data, e.g. output
array). With the L1d BIA design, the self-eviction effect in the L1d
cache causes the overall performance to drop, and with the L2 BIA
design, 64KB sensitive data bypasses the L1d cache and can all fit
into the L2 cache.

7.3.3  Cryptography Libraries. Although we mainly target work-
load whose dataflow linearization sets are greater than those of the
cryptography libraries, we also perform evaluation using the cryp-
tography libraries. Since the DS size is small for the crypto libraries,
we provide only the results of L1d BIA and software constant-time
programming. The baseline in these experiments is the insecure
version. The y-axis shows execution time ratio of L1d or CT to the
baseline.

Most of the evaluated programs in Figure 9 show slightly better
results with constant time programming than L1d BIA. Because
the DS size is even smaller than the size of cache lines grouped by
a single BIA entry (Section 6.3), BIA provides little performance
benefits. Also, there are more pre-processing and post-processing
steps in our proposed algorithms (Algorithm 2 and Algorithm 3),
such as grouping DS into page granularity and accessing addresses
based on bitmap entries.

It is also noticeable that L1D BIA shows much better perfor-
mance than the software constant-time programming in program
Blowfish. The DS size in Blowfish is 1024 bytes, which equals to that
of the AES program. The reason why our technique gives better
results on Bliwfish is that, Blowfish has an expensive setup phase,
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Figure 7: Execution time overhead compared with insecure baseline. (a) dijkstra program with number_of _Vertices =

{32,64,96,128}; (b) histogram program with number_of_Bin

{1000, 2000, 4000, 6000, 8000}; (c) permutation program with

length_of _array = {1000, 2000, 4000, 6000, 8000}; (d) binary search program with length_of_array = {2000, 4000, 6000, 8000, 10000}; (e)
heap pop program with length_of_array = {2000, 4000, 6000, 8000, 10000}.
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ware constant time programming to L1d BIA design. insts
num: number of instructions; icache: number of accesses to
instruction cache; dcache: number of accesses to data cache;
dram: number of accesses to DRAM; exec.time: execution
time.

in which there are lots of data-dependent memory accesses. Hence,
there are many more accesses to DS in Blowfish than AES, thereby
amortizing pre-processing and post-processing overheads.

7.4 Security Test

As explained earlier, the cache side-channels originate from the
secret-dependent cache access patterns. Consequently, if the cache
access patterns are identical with all possible values of the secret,
the secret will not get leaked from the cache. We modified Gem5 to
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Figure 9: Execution time overhead of crypto libraries, with
our L1d BIA implementation and software constant time
programming respectively.

output the number of accesses to each cache set. We provided pro-
grams with different secret values, gathered the number of accesses
to each cache set, and found the statistics to be the same. Figure 10
serves as a representation of our result: we run Histogram_1k pro-
gram with randomly-generated secret inputs and plot 10 samples
of the original insecure baseline (Figure 10(a)) and our approach
(Figure 10(b)). There are 2048 cache sets in our experiment setting.
Due to the space concerns, we only present the number of accesses
to cache sets 320-325. It can be observed from these results that,
with different secret inputs, the cache access pattern varies in the
insecure baseline. With our proposed design on the other hand, the
number of accesses is identical across all 10 samples tested.
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8 RELATED WORKS

In this section, we focus on the prior works that are most relevant
to our work, in addition to those mentioned in the introduction and
background sections.

SC-Eliminator [47] transforms a given program by preloading
lines of dataflow linearization sets into the cache; thus, a sensitive
memory access does not miss in the cache. Unfortunately, this
approach cannot guarantee security because an attacker can evict
the preloaded lines from the cache. Raccoon [34], on the other hand,
employs Path ORAM (Oblivious RAM [39]). Oblivious RAM shuffles
data in it so that programs can completely hide its data access
patterns from other security domains. However, ORAM introduces
significant runtime overheads that can have a devastating impact on
application performance. In comparison, GhostRider [21] turns off
caches and uses scratchpads for both instructions and data. It uses
compiler to check whether the relevant data blocks are in cache,
and if not, they are loaded from the memory. Note that GhostRider
requires substantial changes to the underlying architecture.

Our work differs from these prior works in that it provides
hardware support, with a new hardware structure and two accom-
panying instructions, for constant-time programming. Our work
guarantees security with very small memory area overhead, and
substantially improves over state-of-the-art.
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9 CONCLUDING REMARKS

In this paper, we first identify the “large dataflow linearization set”
problem in software-based side-channel mitigation. We then solve
this problem by adding a new hardware structure into the architec-
ture, to record the existence and dirtiness information of the cache
lines and providing two new load/store instructions for accessing
this information and exposing it to the application program. We
also design load and store algorithms to safely access the secret-
dependent addresses. Our experimental evaluation indicates that,
with very small memory area overhead, the proposed approach
is able to increase the performance of the side channel-mitigated
programs by about 7x.
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