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Abstract. We consider the problem of labeling actors in social networks where
the labels correspond to membership in specific interest groups, or other attributes
of the actors. Actors in a social network are linked to not only other actors but
also items (e.g., video and photo) which in turn can be linked to other items or
actors. Given a social network in which only some of the actors are labeled, our
goal is to predict the labels of the remaining actors. We introduce a variant of the
random walk graph kernel to deal with the heterogeneous nature of the network
(i.e., presence of a large number of node and link types). We show that the result-
ing heterogeneous graph kernel (HGK) can be used to build accurate classifiers
for labeling actors in social networks. Specifically, we describe results of exper-
iments on two real-world data sets that show HGK classifiers often significantly
outperform or are competitive with the state-of-the-art methods for labeling ac-
tors in social networks.

1 Introduction

Social networks (e.g. Facebook) and social media (e.g. Youtube) have provided large
amounts of network data that link actors (individuals) with other actors, as well as
diverse types of digital objects or items e.g., photos, videos, articles, etc. Such data are
naturally represented using heterogeneous networks with multiple types of nodes and
links. We consider the problem of labeling actors in social networks where the labels
correspond to membership in specific interest groups, participation in specific activities,
or other attributes of the actors. However, in many real-world social networks, labels are
available for only a subset of the actors. Given a social network in which only some of
the actors are labeled, our goal is to predict the labels of the remaining actors.
Accurate prediction of actor labels is important for many applications, e.g., recom-
mending specific items (e.g., movies, musics) to actors. A variety of approaches to
labeling nodes in social networks have been explored in the literature including meth-
ods that develop a relational learner to classify an actor by iteratively labeling an actor
to the majority class of its neighbors [1, 2]; methods that effectively exploit correlations
among the labels and attributes of objects [3—5]; semi-supervised learning or transduc-
tive learning methods [6, 7] such as random-walk based methods [8, 9] that assign a
label to an actor based on the known label(s) of objects represented by node(s) reach-
able via random walk(s) originating at the node representing the actor. However, with
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the exception of RankClass [10], Graffiti [8], EdgeCluster [11], and Assort [12, 13],
most of the current approaches to labeling actors in social networks focus on homo-
geneous networks, i.e., networks that consist of a single type of nodes and/or links.
RankClass and Graffiti offer probabilistic models for labeling actors in heterogeneous
social networks. EdgeCluster mines the latent multi-relational information of a social
network and convert it into useful features which can be used in constructing a classi-
fier. Assort augments network data by combining explicit links with links mined from
the nodes’ local attributes to increase the amount of the information in the network and
hence improve the performance of the network classifier [2]. Against this background,
we introduce a heterogeneous graph kernel (HGK), a variant of the random walk graph
kernel for labeling actors in a heterogeneous social network.

HGK is based on the following intuition: Two actors can be considered ‘“similar”
if they occur in the similar contexts; and “similar” actors are likely to have similar
labels. We define the context of an object to include its direct and indirect neighbors and
links between those neighbors. The similarity of two actors is defined in terms of the
similarity of the corresponding contexts. We extend the random walk graph kernel [14—
16] which has been previously used for labeling nodes in homogeneous networks to the
setting of heterogeneous networks. The resulting HGK is able to exploit the information
provided by the multiple types of links and objects in a social networks to accurately
label actors in such networks. Results of experiments on two real-world data sets show
that HGK classifiers often significantly outperform or are competitive with the state-of-
the-art methods for labeling actors in social networks.

2 Preliminaries

A social network can be considered as a heterogeneous network of multiple types of
objects and links. Formally, we define a social network as follows.

Definition 1. Heterogeneous Social Network. A heterogeneous social network with
multiple types of objects and links is represented by a graph G = (V, E) in which
V ={Vi1 UV, U...UV,}isavertex set where V,, denotes the set of vertices of type p;
and E = {UEp,|1 < p,q < m} is an edge set where Epq = {(z,y) |x € V,,y € V,}
is a set of edges between the two objects of types p and q, respectively.

We define the transition probability between a node x and its neighbors as being
inversely proportional to the number of x’s neighbors and the probability of remaining
at node x with a certain stopping probability. Let T},, be the transition probability matrix
between nodes in V}, and V;, (note that T}, # Tg,,) and S, be the stopping probability
matrix of nodes in V. Let A € {V3,V5,---,V,,} be a set of actors in a network, we
formally describe our problem as follows. Consider a social network in which each actor
x € A belongs to one category in C' = {¢1,ca,- - ,cn }+ and a subset of labeled actors
AL, our task is to complete the labeling for unlabeled actors in the subset AV = A— AL,
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3 Heterogeneous Graph Kernel

3.1 Kernel Function

We consider two objects to be similar if they occur in similar contexts. We generalize
the marginalized kernel [14] that has been used for computing similarity between two
objects in a homogeneous networks to the heterogeneous network setting as follows.

Let = be a node in a heterogeneous network G, and let h, =z —x1 —x3 — -+ — 14
be a random walk starting from x with the length of [. The probability of h, is de-
fined as: P (hy,) = P, (z1|x) Py (x2]z1) - -+ P (w]z1-1) Ps (x1) where P is stopping
probability and P is transition probability.

We assume that the stopping probability for all nodes of all types is Ps = p
(0 < p < 1).Let Ny (x;—1) be the neighbors of type ¢ of x;_1, then we have:

m
> Y Pimilwio) + P(wi)=1 (1)
q=1z;eNg(zi1)

Suppose that z;_; is an object of type p. Let w,,, be the transition probability weight
(TPW) from type p to type ¢ where Zq wpq = 1. Then, Zzie/\fq(zi,l) P, (zi]wi—y) =
(1 — p) wpy. Transition probabilities from x;_1 to neighbors z; of type ¢ are assumed

(1—p)wpq

to be equal, i.e., P; (z;]z;—1) = N, (s3] We define the linking preferences of type p
to be proportional to the TPWs of type p, i.e., Wp1 : Wp2 : ... : Wpm. In the absence of

prior knowledge, we assume that Vg : 1 < g < m, wy, are equal.
We define the kernel induced similarity between two objects x and y of type p as
follows.

KP (z,y) = ZZRh (ha, hy) P (hy) P (hy) (2
ho hy
where K? (,y) is akernel function; Ry, (h,, h,), the similarity between two paths h,,
and h,, is equal to 0 if they are of different lengths; otherwise, R, = Hizl Ro (x4, ys)-
If z; and y; are of the same type (say p), then Ry (z;,y;) = R} (x;,y;) where R} (z;,v;)
is defined using Jaccard similarity coefficient on the sets of directed neighbors of x; and
1y; as follows.

2gm1 o (i) N NG (3]
2gm1 Wy (i) U NG (3i)]

where N, (z;) and N, (y;) are neighbors of type ¢ of objects x; and y;, respectively.
Otherwise, Ry (z;,y:;) = 0.

R (i, yi) = 3

3.2 Efficient Computation

Computing the kernel value between two nodes by generating random walks starting
from the two nodes is computationally expensive. We adapt a technique introduced
in [14, 17] for efficient computation of the random walk graph kernel in the case of
homogeneous networks to the heterogeneous network setting as follows.

K?(z,y) =Y Rl (z,y) (4)
=1
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where R (x,y) is recursively defined using matrix form as follows: R = >0 | Tpq

(REo R} )T, and RY = "0, (Tpg © Spq) RE (Tpg 0 Spq)'. T, is transpose of T,
and “o” is Hadamard product (see the Appendix A and B for the formation and conver-
gence proof of (4), respectively).

Let d = max (|Vi],...,|Vi|), then the time for computing kernel matrix corre-
sponding to a random walk of length of 1 (i.e., Ry) is O (|Vp\d2). The time for com-
puting kernel matrix R; (I > 1) is O (d‘s) As a result, time complexity for computing

kernel matrix for type p is O (ldS).

3.3 Learning to Label Actors in Social Network

We first compute the kernel matrix that captures the pair-wise similarity between actors
and normalize it to obtain: K? (z,y) = K’ (=.9)/,/Kr(z,2)K?(y.y). We train a support
vector machine (SVM') using HGK for labeling actors in social networks?.

4 Experimental Settings and Results

We describe results of experiments that compare the performance of HGK with that of
several baseline classifiers. We also study the sensitivity of the performance of HGK to
length of random walk and to linking preferences of type actor.

4.1 Social Media Data

We crawled two real-world heterogeneous social networks. The first data set is from
Last.fm music network. We manually identified 11 disjoint groups (categories of users
who share similar interests in music e.g., http://www.last.fm/group/Metal
in the case of users who enjoy Heavy Metal) that contain approximately equal number
of users in the network; we then crawled users and items and the links that denote
the relations among the objects in the network. In particular, the subset of the Last.fm
data that we use consists of 1612019 links that connect 25471 nodes. The 25471 nodes
belong to one of 4 types: 10197 users (actors), 8188 tracks, 1651 artists and 5435 tags;
The 1612019 links belong to one of 5 types: 38743 user-user, 765961 user-track, 8672
track-artist, 702696 track-tag, and 95947 artist-tag links.

Our second data set is from Flickr. We manually identified 10 disjoint
groups (communities of users who share the same taste in pictures e.g.,
http://www.flickr.com/groups/iowa/ in the case of users who share an
interest in pictures that relate to the state of lowa) of approximately equal numbers of
users. The data set constructed by crawling the Flickr network contains 361787 links
that connect 22347 nodes. The nodes are of one of three types: 6163 users, 14481 pho-
tos, and 1703 tags; and the links are of one of three types: 88052 user-user, 144627
user-photo, and 129108 photo-tag. In both data sets, we use the group memberships of
users as class labels to train and test all models.

"http://www.csie.ntu.edu.tw/~cjlin/libsvm/
2 The method can be applied more generally, e.g., for labeling any type of nodes in social
networks.


http://www.last.fm/group/Metal
http://www.flickr.com/groups/iowa/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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4.2 Methods

We compare the performance of SVM trained using HGK with several state-of-the-art
methods for labeling actors in social networks:

1. Weighted-Vote Relational Neighbor Classifier with network data augmentation
(wvRN-Assort) [2, 12, 13]: a method that first augments networked data by com-
bining explicit links with links mined from the nodes’ local attributes and then uses
the augmented network as input to a Weighted- Vote Relational Neighbor Classifier.

2. Network-Only Link-Based Classification with network data augmentation (nL.B-
Assort) [2, 12, 13]: a method which is similar to wvRN-Assort but uses the aug-
mented network as input to a Network-Only Link-Based [4] classifier that
constructs a relational feature vector for each node by aggregating the labels of
its neighbors which is used to train a logistic regression model.

3. EdgeCluster [11]: a method which extracts the social dimensions of each actor, i.e.,
the affiliations of the actor in a number of latent social groups and uses the resulting
features to generate a discriminative model to classify actors.

4. EdgeCluster-Cont [11]: a method that combines both social dimensions and fea-
tures extracted from user profiles to build predictive models. For both data sets, we
report results obtained using a subset of user profile features (e.g., artists, tags) that
yield the best performance.

5. Augmented-Graph Kernel (AGK): a method that uses a homogeneous graph kernel
[14, 17]. We augment the network data by adding an edge between two actors if they
share links to a specified number (n) of items (When n = oo, the method defaults
to the use of homogeneous graph kernel on the unaugmented network data). For
both data sets, we report results for a choice of n that yields the best performance.

4.3 Experimental Design and Results

In the first set of experiments, we compare the performance of different methods as a
function of the percentage of actors in the network with known labels. For each choice
of the percentage of labeled actors, we randomly select the corresponding fraction of
labeled data for each node label for training and the rest for testing. We repeat this
process 10 times and report the average accuracy. The length of the random walk was
set equal to 1 and the linking preferences were set to be equal (i.e., TPWs of a type were
set to be equal).

Figure 1 shows the results of the first set of experiments. In particular, in Last.fm
data set, HGK significantly (p < 0.05) outperforms all other methods when at least 4%
of the actors are labeled. nLB-Assort does not work well when the fraction of actors
with known labels is less than 10%; This can be explained by the fact that it relies on
the statistics of labels aggregated from the neighbors of an actor to label an actor. Not
surprisingly, EdgeCluster-Cont which uses more information than EdgeCluster outper-
forms EdgeCluster. In the Flickr data set, AGK and HGK outperform other methods
when the fraction of actors with known labels is less than 10%. Furthermore, AGK sig-
nificantly outperforms HGK when the fraction of actors with known labels is less than
7% and both HGK and AGK significantly outperform other methods when the fraction
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Fig. 1. Accuracies of six methods on Last.fm (left) and on Flickr (right)

of actors with known labels is between 7% to 10%. HGK significantly outperforms all
other methods with labeled data when the fraction of actors with known labels ranges
between 10% and 60%. Both HGK and nLB-Assort outperform other methods when
the fraction of actors with known labels is between 70% and 80%. On both data sets,
HGK often significantly outperforms, or is at least competitive with all other methods.
This can be explained by the fact that HGK is able to exploit information provided by
multiple node and link types to uncover multi-relational latent information to reliably
discriminate between different actor labels.

The second set of experiments explores the sensitivity of kernel methods (HGK and
AGK) as a function of the length of the of random walk. The length ! of the random
walk is varied from O to 10 with the linking preferences to be equal (across all the links
from an actor). We report results averaged over 10-fold cross validation runs.

Table 1. Accuracies (%) of kernel methods with different lengths of walk. Bold numbers repre-
sent best results based on paired ¢-test (p < 0.05) on 10-fold cross validation.

I 0 1 2 3 4 5 6 7 8 9 10

HGK 61.4 63.8 62.9 61.0 59.9 58.8 58.3 56.7 56.6 55.4 55.5
AGK 39.0 43.8 51.2 53.1 54.5 55.1 55.0 55.1 54.9 54.2 54.0
HGK 49.8 49.7 46.1 46.0 46.5 44.8 44.6 43.2 42.8 41.8 41.3
AGK 33.9 38.1 42.1 42.2 41.2 41.6 40.9 41.1 41.1 41.1 41.2

Last.fm

Flickr

Table 1 shows that kernel methods work well at some shorter walks (e.g.,l = 1,2).
As the walk becomes longer, the performances of HGK and AGK decrease or remain
the same. This indicates that the further the neighbor is from the node to be classified,
the less informative it is for prediction. HGK significantly outperforms AGK with ! < 6
(Results for I = 0 correspond to simply using the similarity values given by RY).

The last set of experiments examines the performance of the learned model by fixing
the length of random walk (i.e., | = 1) and varying the linking preferences of actors.
Specifically, in Last.fm, let w1 = Wyseruser aNd Wo2 = Wysertrack be the TPWs from
type user. We examine the performance of the model by changing ratio wy : wsy (1:5,
1:4,1:3,1:2,1:1,2:1, ...,9:1). We do the same for Flickr with w1 = wWyseryser and wo =
Wyserphoto- We report classification accuracy averaged over a 10-fold cross-validation
runs.
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S Summary

We introduced a generalization of random walk graph kernel from the setting of ho-
mogeneous networks, i.e., networks consisting of only one type of nodes and one type
of links, to the setting of heterogeneous networks, i.e., networks consisting of mul-
tiple types of nodes and links. We used the resulting kernel, HGK, to train an SVM
classifier for labeling actors in heterogeneous social networks. The results of our ex-
periments show that HGK classifiers often significantly outperform or are competitive
with the state-of-the-art methods for labeling actors in social networks. Some promising
directions for further research include: (i) combining multiple kernels [18] that capture
different notions of similarity between nodes in heterogeneous networks; and (ii) using
linking preferences directly estimated from the data to improve the accuracy of pre-
dicted labels.

Appendix A. Based on (2), K? (z,y) can be regrouped [14] as follows: K? (z,y) =
S (S (P @) P () Re (1, 90) (2, (P @20) Pr () %

Re (2,52) -+ (S0 Plrlor 1) Pl 1) Re (i, ) Po() Po(an) )+ ))))- Now let
RY (z,y) = thyl(Pt (z1]2)P; (y1]y)Ro (1,91 )Ps (1)P; (yl)). After some deriva-
tion steps, we have RY(z,y) = zwl(Pt (z1]2) P, (y1ly) Ro (1, y1) Ri—a(z1, y1)).
So, K¥z,y) = > ;=4 R} (z,y).

We have R’fzzm’y(Pt(xl |2)Pi(y1|y)Ro(z 1, y1)Pdx1)Pdy1 )) . Since Ro(z1,y1)=0

for all pair (z1,y1) when x; and y; are not the same type, so Rﬁ’zzznzl(zm’ylevq

(P |o)Pwr) B (w1, 5P )Py (1)) ) = s (T © Spa) B (T © Spg)' - Us-

ing the same derivation method, we have R} = Y_'_, Ty (Rf o R}_) T,
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Appendix B. We prove that K? (x,y) is converged when [ — oco. Applying the ratio

Ry | (z,y)
Il?%twyg)/ <1 (5).Wehave R} (z,y)— R}, (z,y)=

Zml,yl(Pt(l‘l |2)Py1ly) Ro(z1,y1) (Zmz,yz(Pt(l‘z\xl)Pt(y2|y1)Ro($27 Y2) X

(- Pu@) P () (100 Pl [Py lp) Ro (it yis)-++ ) (6).
It is sufficient for (6) to hold if szﬂ,yz“ Py (zi1|x) Pe (yi1ly) Ro (i1, yi41) <
1(7) From (1), 3=, Pe(zgale) = 32000 30 ey o Dt (@) = 1 —p.

2
S0, > @rral@)Pe (i ly) = 52, Plaral@)ys,, Plyily) < (1 —p)”
Since Ry (.,.)<land p €(0,1),3 . . Pl |z)Pdyieily)Ro(@ir, yiea)<Ll. O

test, (4) converges when lim;_, o
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