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Abstract
As one of the important research topics in machine learning, loss function plays an 
important role in the construction of machine learning algorithms and the improve-
ment of their performance, which has been concerned and explored by many 
researchers. But it still has a big gap to summarize, analyze and compare the classi-
cal loss functions. Therefore, this paper summarizes and analyzes 31 classical loss 
functions in machine learning. Specifically, we describe the loss functions from the 
aspects of traditional machine learning and deep learning respectively. The former is 
divided into classification problem, regression problem and unsupervised learning 
according to the task type. The latter is subdivided according to the application sce-
nario, and here we mainly select object detection and face recognition to introduces 
their loss functions. In each task or application, in addition to analyzing each loss 
function from formula, meaning, image and algorithm, the loss functions under the 
same task or application are also summarized and compared to deepen the under-
standing and provide help for the selection and improvement of loss function.
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1 Introduction

With the rapid development of computer technology and the emergence of large 
amounts of complex data, machine learning algorithm gradually tends to diversity 
to quickly and accurately mine data information. Generally speaking, the machine 
learning algorithm comes down to solving the optimization problem—structural risk 
minimization (SRM). Its concrete form is

where N is the number of training set samples, the first term is the empirical risk, 
L(⋅) is the loss function, � is the parameter vector, the second term R(f) is the regu-
larization item representing the model complexity, � ≥ 0 is the tradeoff to balance 
the empirical risk and the model complexity. It can be seen that loss function is the 
core part of the empirical risk as well as the important component of the structural 
risk function. The selection of inappropriate loss function will affect the effective-
ness of the algorithm to some extent. Therefore, in recent years, loss function has 
become one of the hot spots in machine learning, which has profound theoretical 
significance and practical value. Recently, most of the researches on loss function 
focus on improving or constructing loss function for a specific algorithm or prob-
lem. It still has a big gap to summarize, analyze and compare the classical loss func-
tions. However, the full understanding of classical loss functions in different fields 
not only enables us to select appropriate loss functions quickly when designing 
algorithms, but also provides directions and ideas for the improvement of loss func-
tions according to the existing problems of algorithms. Therefore, this review paper 
proposes a new partition criterion of loss functions, then summarizes 31 important 
loss functions from several perspectives according to the partition criterion, such as 
formula, image, algorithm and so on. All loss functions in this paper are listed in 
Table 1.

In the rest of this paper, the partition criterion of loss functions in this paper will 
be introduced in Sect. 2, loss functions in traditional machine learning and in deep 
learning will be analyzed systematically respectively in Sects. 3 and 4, and the final 
conclusion will be drawn in Sect. 5.

2  Partition Criterion

The loss function corresponds to the machine learning algorithm, so the division of 
loss function usually adopts the division of machine learning. Next, we give two dif-
ferent partition methods of machine learning, and then give the partition criterion of 
loss function in this paper.

Machine learning can be divided into supervised learning and unsupervised 
learning according to whether the samples have label information, and supervised 
learning can be further divided into classification problem and regression problem. 
Specifically, the labels of classification problem is a finite number of discrete values, 

(1)min
f

1

N

N∑

i=1

L�(f (xi)) + �R(f )
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the labels of regression problems are continuous values, unsupervised learning does 
not have the label information, which has two main tasks, clustering and dimension 
reduction.

According to different feature processing methods, machine learning can be 
divided into traditional machine learning and deep learning. In fact, there is no lit-
erature on the definition and division of the two types of machine learning meth-
ods at present. Due to their significant differences in the level of data processing 
and the way to construct features, people are used to distinguish different machine 
learning algorithms by such terms. The core of traditional machine learning is how 
to map the input features to the target space to complete the corresponding tasks. 
The process of feature extraction needs to be realized by some other methods (such 
as dimension reduction [1, 2], metric learning [3–5]) before using the algorithm to 
train the model. The traditional machine learning algorithms include linear regres-
sion [6], decision tree [7], random forest [8], Adaboost [9] and so on. Deep learn-
ing, as an important subclass of machine learning, derives its inspiration from the 
working mode of human brain and is a learning process that utilizes deep neural 
network to solve the feature expression. Different from traditional machine learning, 
deep learning does not need to focus on feature engineering [10], but directly extract 
features from data when training deep neural networks. That is, deep learning cuts 
down the work of designing feature extractors for each problem. Deep learning has 
been widely used in many fields, such as object detection [11–13], face recognition 
[14, 15], image segmentation [16, 17], machine translation [18, 19], text classifi-
cation [20, 21], etc. There are significant differences between traditional machine 
learning and deep learning in many aspects. We can refer to the article ’Machine 
Learning versus Deep Learning’1 for details.

From the above introduction to machine learning partitions, it can be found that 
no matter which way to introduce the loss functions is very confusing, so we pro-
pose a new partition criterion in this paper, so that readers can clearly understand 
each loss function. That is, we divide loss functions into the loss functions in tra-
ditional machine learning and in deep learning. The former is divided into those in 
classification problem, regression problem and unsupervised learning according to 
task type. The latter is subdivided according to application scenario, and this paper 
mainly selects two application scenarios, object detection and face recognition, to 
introduces their loss functions respectively.

In the following sections, {xi}
N
i=1

(xi ∈ Rm) stands for the train-
ing set, {yi}Ni=1(yi ∈ {−1, 1}) stands for the labels in binary classification, 
{yi}

N
i=1

(yi ∈ {1, 2,… ,K}) stands for the labels in multi-classification, {yi}Ni=1(yi ∈ R) 
stands for the labels in regression.

1 Available at https ://www.dzone .com/artic les/compa rison -betwe en-deep-learn ing-vs-machi ne-learn i.

https://www.dzone.com/articles/comparison-between-deep-learning-vs-machine-learni
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3  Loss Functions in Traditional Machine Learning

This chapter introduces 21 loss functions in traditional machine learning algorithms, 
including 11 loss functions for classification problems, 6 loss functions for regres-
sion problems and 4 loss functions for unsupervised learning. The following will be 
introduced in detail.

3.1  Loss Functions in Classification

The formulas and corresponding algorithms of common loss functions in classifi-
cation are shown in Tables 2 and 3, and their images are shown in Figs. 1 and 2. 
It should be noted that binary classification can be extended to multi-classification 
according to one-vs-rest, one-vs-one [26, 27] and so on [28–32]. Therefore, this 
chapter mainly introduces the loss functions of binary classification problem. Next, 
we will introduce each loss function in detail by combining the formula and the 
image, and finally make a comparison and summary from several aspects.

0–1 loss function In the classification problem, the 0–1 loss function means that if 
the predicted value of the sample has the same sign with the real label, the loss value 
is 0; otherwise, the loss value is 1. This loss function does not consider the error 
degree between the predicted value and the real value, that is, when the samples 
are misclassified, no matter how much error, the corresponding loss values are the 
same, thus the accuracy and efficiency of the model will be affected to some extent. 
In addition, it can be seen from the graph of 0–1 loss function that it’s a non-convex 
function and there are many shortcomings in the process of solving the model. In 
fact, 0–1 loss is usually regarded as a standard in practical application, and the real 
loss function is its proxy functions, such as logarithmic loss, exponential loss, hinge 
loss, etc.

Perceptron loss function This loss function is also a piecewise function. When the 
predicted value of the sample has the same sign with the real label, the loss value 
is 0; otherwise, the loss value is the absolute value of the predicted value. From the 
perspective of geometric meaning, the former means that there is no loss for cor-
rectly classified samples, while the latter measures the distance from the predicted 
samples to the decision boundary f (x) = 0 , and the larger the distance, the greater 
the error, so the greater the corresponding loss. Obviously, the idea of perceptron 
loss is vivid and easy to understand, and the loss function is continuous and differen-
tiable with respect to variables so that it’s easy to optimize. However, its goal is only 
to determine the sample category correctly, that is, the sample meets the require-
ment when it is located in the decision boundary. In this way, the model obtained 
has poor generalization performance and is not robust to noise data. What’s more, its 
relative algorithm is Perceptron [33], which is a linear classification model of binary 
classification. For more information about perceptron, you can refer to [34].

Logarithmic loss function This loss function is a function of the sample prediction 
probability value, where the prediction probability value is obtained through the con-
ditional probability distribution (see Table 2). Specifically, the greater the probability 



192 Annals of Data Science (2022) 9:187–212

1 3

of the sample being predicted as its label, the smaller the corresponding loss value; 
otherwise, the greater the loss value. In the actual calculation, the probability of being 
predicted as positive class is expressed as p, while the other probability is 1 − p . 
Fig.  1c, d show the change of logarithmic loss of the positive and negative sample 
with the probability p, respectively. It can be seen that the value of the logarithmic loss 
decreases slowly when the correct prediction probability is close to 1, and increases 
rapidly with the decrease of the correct prediction probability. This trend will make 

Table 2  Loss functions in classification

0–1 loss
Formula

L(y, f (x)) =

{
1, if yf (x) < 0

0, if yf (x) ≥ 0

Explanation In this table, f (x) = w⊤x + b.
Algorithm –
Perceptron loss
Formula L(y, f (x)) = max{0,−yf (x)}

Explanation
max{a, b} =

{
a, if a ≥ b

b, if a < b

Algorithm Perceptron. The objective function is L = −
∑

xi∈M
yi(w

⊤xi + b) , where, M is 
the misclassified sample set.

Logarithmic loss
Formula

L(y, p̃) = − log p̃, where, p̃ =

{
p, if y = 1

1 − p, if y ≠ 1.
Explanation Conditional probability distribution: p = P(y = 1|x) = 1

1+e−f (x)
 , 

1 − p = P(y = −1|x) = 1

1+ef (x)

Algorithm Logistic regression (LR). The objective function is 
L = −

1

N

∑N

i=1
log

1

1+e−yi (w
⊤xi+b)

Sigmoid cross entropy loss
Formula

L(y, p̃) = − log p̃, where, p̃ =

{
p, if y = 1

1 − p, if y ≠ 1

Explanation p = �(f (x)) =
1

1+e−f (x)
 , where, �(⋅) is the sigmoid function

Algorithm Neural network (NN). The objective function is the same as LR.
Softmax cross entropy loss
Formula L(y,P(y|x)) = − logP(y|x)
Explanation P(y�x) = efy (x)∑

k e
fk (x)

 , where, fy(x) and fk(x) are the decision functions corre-

sponding to the y and k class respectively
Algorithm Neural network (NN). The objective function is L = −

1

N

∑N

i=1
log

e
w⊤yi

xi+byi

∑
k e

(w⊤
k
xi+bk )

Exponential loss
Formula L(y, f (x)) = e−yf (x)

Explanation –
Algorithm Adaboost. The objective function of the t-th iteration 

is  L =
∑N

i=1
w̃tie

−yi𝛼g(xi) , where, w̃tican be obtained from the result of itera-
tion t-1, �, g(⋅) are the variables
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the prediction output closer to the label, which is conducive to the convergence of the 
algorithm. What’s more, its relative algorithm is logistic regression (LR) [35], which 
is a logarithmic linear model. By using the maximum likelihood estimation (MLE) 
method to estimate the model parameters, the corresponding objective function and 
logarithmic loss can be derived. For the details, you can refer to [36].

Sigmoid cross entropy loss function From the formula of this loss function (see 
Table 2), it can be seen that sigmoid cross entropy loss and logarithmic loss are 
the same. The reason why the same losses are described by two names is that they 
are defined from different sources. The sigmoid cross entropy loss is obtained by 
seeing the probability value converted from the predicted value through the sig-
moid activation function as the actual output of cross entropy, and the real label 
of the sample as the expected output of cross entropy. Cross entropy describes 

Table 3  Loss functions in classification (Table 2 Continued)

Hinge loss
Formula Hs(z) = max{0, s − z} , where, s is a constant
Explanation Specially, in SVM, L(y, f (x)) = H1(yf (x)) = max{0, 1 − yf (x)}

Algorithm Support vector machine (SVM). The objective function is 
L =

1

2
‖w‖2 + C

∑N

i=1
max{0, 1 − yi(w

⊤xi + b)}

Ramp loss
Formula Rs(z) = H1(z) − Hs(z) , where, s < 1 is a constant
Explanation Specially, in Ramp loss SVM, Lr(y, f (x)) = H1(yf (x)) − Hs(yf (x))

Algorithm Ramp loss SVM [22]. The objective function is L =
1

2
‖w‖2 + C

∑N

i=1
Lr(yi, f (xi))

Pinball loss
Formula L� (u) = max{u,−�u} , where, � ∈ [0, 1] is a constant
Explanation Specially, in pin-SVM, L� (y, f (x)) = max{1 − yf (x),−�(1 − yf (x))}

Algorithm pin-SVM [23]. The objective function is L =
1

2
‖w‖2 + C

∑N

i=1
L� (yi, f (xi))

Truncated pinball loss
Formula

L𝜏,s(u) =

⎧
⎪
⎨
⎪
⎩

𝜏s, if u ≤ −s

−𝜏u, if − s < u < 0,

u, if u ≥ 0

where, s > 0, 𝜏 ∈ [0, 1]

are the constants
Explanation

Specially, in pin−SVM, L𝜏,s(y, f (x)) =

⎧
⎪
⎨
⎪
⎩

𝜏s, if yf (x) ≥ 1 + s

−𝜏(1 − yf (x)), if 1 < yf (x) < 1 + s

1 − yf (x), if yf (x) ≤ 1

Algorithm pin−SVM [24]. The objective function is L =
1

2
‖w‖2 + C

∑N

i=1
L�,s(yi, f (xi))

Rescaled hinge loss
Formula Lrhinge(z) = �(1 − e−�Hs(z)) , where, 𝜂 > 0 is a scaling constant, � =

1

1−e−�
 is a 

normalizing constant
Explanation Specially, in the improved SVM based on this loss function, 

Lrhinge(y, f (x)) = �(1 − e−�H1(yf (x)))

Algorithm [25]. The objective function is L =
1

2
‖w‖2 + C

∑N

i=1
Lrhinge(yi, f (xi))
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the distance between the actual output and the expected output. The smaller the 
value of cross entropy is, the closer the two probability distributions are. There-
fore, the meaning of sigmoid cross entropy loss is the same as that of logarithmic 
loss. What’s more, sigmoid cross entropy loss function is used in neural networks 
(NN) [37] to avoid the slow learning rate of neurons in the output layer. Gener-
ally, in deep learning, this loss function is called cross entropy loss, and in logical 

Fig. 1  The illustrations of loss functions in classification
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regression, it is called logarithmic loss. Of course, the logistic regression model 
can also be derived from the perspective of entropy, for details refer to [38].

Softmax cross entropy loss function The only difference between this loss func-
tion and sigmoid cross entropy loss function is that this loss function replaces the 
sigmoid function with the softmax function to solve the multi classification prob-
lem. Of course, we can also explain the expansion from the perspective of prob-
ability distribution, for details refer to [35]. Since many practical problems (such 
as semantic segmentation, text mining) are multi classification problems, softmax 
cross entropy loss has become the main loss function of deep learning. In many 
deep learning literatures, both sigmoid and softmax cross entropy loss are called 
cross entropy loss, which can be determined by the problem itself.

Exponential loss function This loss function is an approximation of the 0–1 
loss function. For the disadvantages of 0–1 loss, exponential loss has the follow-
ing two improvements. First, exponential loss function is continuous and differ-
entiable, which is conducive to optimization. Secondly, for the misclassified sam-
ples, the penalty degrees of exponential loss are different, which are related to the 
error degrees, and there is also a cost to the correctly classified sample. From the 

Fig. 2  The illustrations of loss functions in classification (Fig. 1 continued)
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image Fig. 1e, it can be seen that as the error degree increases, the corresponding 
loss value increases faster, which is conducive to the convergence of the model; 
and as the probability of being predicted correctly increases, the corresponding 
loss becomes smaller and smaller, enhancing the generalization performance of 
the model. What’s more, the representative algorithm of exponential loss function 
is AdaBoost [9], which is a binary classification model proposed by Yoav Freund 
and Robert schapire in 1995. One interpretation of Adaboost is that Adaboost is 
an addition model learned through a forward step algorithm, in which the optimal 
loss function during each iteration is an exponential loss. For the specific conver-
sion process, you can refer to [39].

Hinge loss function In the binary classification problem, hinge loss function 
defines the margin (represented by the parameter s) near the decision boundary, and 
the correctly classified samples in the middle of the two margin boundaries and all 
misclassified samples have the cost. From the image Fig. 1f, compared with percep-
tron loss function, hinge loss function shifts s to the right, which not only requires 
the sample to be classified correctly, but also requires the loss to be 0 when the 
confidence is high enough (fully classified correctly). In addition, unlike exponential 
loss function, hinge loss function does not punish the correct classification samples 
of |f (x)| ≥ s . It is considered that such samples have been learned well enough, so 
that the model is more focused on the overall classification error. It should be noted 
that s is generally set to 1 in applications and improvements of hinge loss function. 
What’s more, support vector machines (SVMs) [40] are the first algorithm to use 
hinge loss function, which is a linear or nonlinear model to solve the binary clas-
sification task. This model can be formalized as an optimization problem of convex 
quadratic programming, and can also be equivalent to minimizing hinge loss with 
regularization. For details of this algorithm, you can refer to [41].

Ramp loss function This loss function [22] is an improved function of hinge loss. 
From the images of two loss functions (Figs. 1f and 2a), it can be seen that the hinge 
loss value of outlier is very large and outliers play a leading role in determining the 
decision boundary, so that the model will reduce the accuracy of normal samples 
to reduce such loss, and finally reduce the overall classification accuracy, resulting 
in low generalization ability of the model. However, ramp loss function limits the 
maximum loss value, which limits the influence of outliers to some extent, and the 
model is more robust to outliers. In addition, when ramp loss function is applied to 
SVM, the number of support vectors can be reduced and the training efficiency can 
be improved [42]; but at the same time, the objective becomes a nonconvex func-
tion, which can be solved by CCCP [43].

Pinball loss function This loss function was originally proposed for regression 
tasks, in which it is called quantile loss. It was not until 2013 that [23] applied pin-
ball loss to SVM and proposed the pin-SVM classifier, and this loss function began 
to be used to solve the classification problem. Pinball loss function has good prop-
erties in solving classification problems. Compared with hinge loss function, pin-
ball loss function penalizes all correctly classified samples, which not only does not 
increase the computational complexity and maintains the same classification error 
bound, but also makes the model less sensitive to noise near the decision boundary, 
have stronger resampling stability and more robust to outliers. However, since the 
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sub-gradient of pinball loss is not 0 almost everywhere, pin-SVM loses the sparsity 
of the standard SVM.

Truncated pinball loss function In order to make up for the shortcomings of pin-
ball loss, [24] truncates pinball loss and proposes truncated pinball loss function. 
This loss function preserves the advantages of pinball loss and reduces the sensi-
tivity to noise near the decision boundary. In addition, the SVM model pin−SVM 
based on this loss function preserves the sparseness of the standard SVM, and the 
objective function of pin−SVM is also non-convex, which can be solved by CCCP 
method.

Rescaled hinge loss function This loss function [25] is the improved loss of hinge 
loss function. From the image Fig. 2d, it can be found that rescaled hinge loss and 
ramp loss are very similar, both of which enhance the robustness to outliers by 
improving the function form of yf (x) < 1 . Since outliers affect the sparsity of SVM, 
the SVM model based on rescaled hinge loss also improves the sparsity.

Comparison The above is the specific introduction of 11 loss functions in classi-
fication. Below, we will summarize and compare them briefly from several aspects. 
(1) Convexity. Perceptron loss, logarithmic loss (cross entropy loss), exponential 
loss, hinge loss, and pinball loss are all convex functions. 0–1 loss, ramp loss, trun-
cated pinball loss, and rescaled hinge loss are all non-convex functions. (2) Robust-
ness. Truncating pinball loss and pinball loss can reduce the sensitivity to noise near 
the decision boundary, and ramp loss and rescaled hinge loss are robust to outliers. 
(3) Generalization performance. Logarithmic loss (cross entropy loss), exponen-
tial loss and hinge loss are better than perceptron loss. (4) SVM sparsity. The SVM 
model based on ramp loss, truncated pinball loss and rescaled hinge loss can pre-
serve or even improve the sparsity of the standard SVM (based on hinge loss).

3.2  Loss Functions in Regression

The formulas and corresponding algorithms or applications of common loss func-
tions in regression are shown in Table 4 and their images are shown in Fig. 3. Next, 
we will introduce each loss function in detail by combining the formula and the 
image, and finally make a comparison and summary from several aspects.

Square loss function This loss function, one of the most common loss func-
tions in regression problems, measures the square of the error between the true 
value y and the predicted value f(x) of the sample x. As can be seen from the 
image Fig. 3a, the gradient of square loss is variable, the length of the gradient is 
large if the sample has large loss, and the length of the gradient decreases when 
the loss value is close to 0. These properties are beneficial to the fast conver-
gence and high accuracy of the model. But square loss is sensitive to outliers. 
This is because square loss squares the error e ( e = y − f (x) ), and when |e| gets 
larger, the loss increases faster. Therefore, the loss value of outlier is very large, 
which makes the model pay more attention to outliers, and the parameters will 
be adjusted constantly so that such loss decreases continuously. But correspond-
ingly, the prediction accuracy of other normal samples will decline, ultimately 
reducing the overall prediction performance. What’s more, when solving the 
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linear regression model [6], the most commonly used method is the least square 
method, and the core of the least square method is square loss. In addition, square 
loss can also be used for classification problems, usually measuring the difference 
between the sample label and the probability predicted as a certain class.

Absolute loss function This loss function, another common loss function in 
regression problems, measures the absolute value of the error between the true 
value y and the predicted value f(x) of the sample x. As can be seen from the 
image Fig. 3b, absolute loss dose not increase rapidly with the increase of error. 
Therefore, absolute loss is more robust than square loss when there are outliers in 
the training set, and absolute loss should be selected when outliers are detected 
and have an impact on the learning of the model. However, since absolute loss 
function is not smooth when the error approaches 0, it is less used than square 
loss. In addition, the gradient of absolute loss is fixed and has nothing to do with 
the loss value, which will affect the efficiency of solving the model. What’s more, 
when solving the linear regression model, the minimum absolute value error can 
also be taken as the objective function, which corresponds to absolute loss. But 
the most common method is still least squares.

Table 4  Loss functions in regression

Square loss
Formula L(y, f (x)) = (y − f (x))2

Algorithm Linear regression. The objective function is L =
∑N

i=1
(yi − w⊤xi − b)2

Absolute loss
Formula L(y, f (x)) = |y − f (x)|
Algorithm Linear regression. The objective function is L =

∑N

i=1
�yi − w⊤xi − b�

Huber loss
Formula

L𝛿(y, f (x)) =

{
1

2
(y − f (x))2, if |y − f (x)| ≤ 𝛿

𝛿|y − f (x)| − 1

2
𝛿2, otherwise

, where, parameter 𝛿 > 0

Algorithm Robust statistics, additive model, deep learning.
Log-cosh loss
Formula L(y, f (x)) = log(cosh(f (x) − y))

Algorithm XGBoost
Quantile loss
Formula

L𝛾 (y, f (x)) =

{
(𝛾 − 1)(y − f (x)), if y < f (x)

𝛾(y − f (x)), if y ≥ f (x)
, where, 𝛾 ∈ (0, 1) is the given quantile

Algorithm Quantile regression. The objective function is 
L =

∑
i∶yi<f (xi)

(𝛾 − 1) ⋅ (yi − f (xi)) +
∑

i∶yi≥f (xi)
𝛾 ⋅ (yi − f (xi))

�-insensitive loss
Formula

L𝜖 (y, f (x)) = max{0, |y − f (x)| − 𝜖} =

{
0, if |y − f (x)| ≤ 𝜖

|y − f (x)| − 𝜖, if |y − f (x)| > 𝜖
, where, parameter 𝜖 > 0

Algorithm Support vector regression (SVR). The objective function is 
L =

1

2
‖w‖2 + C

∑N

i=1
L�(yi, f (xi))
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Huber loss function It can be seen from the formula of Huber loss [44] that 
this loss is a piecewise function of square loss and absolute loss. Huber loss uses 
the parameter � as the boundary to judge whether it is a more singular sample. 
The samples within this boundary use square loss, and the samples beyond this 
boundary use absolute loss, so as to reduce the weight of the loss of outliers in 
the total loss and avoid the model overfitting. In addition, the use of square loss 

Fig. 3  The illustrations of loss functions in regression
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within the boundary can prevent the gradient from descending too fast and miss-
ing the optimum. Huber loss effectively combines the advantages of square loss 
and absolute loss and is differentiable everywhere. However, while the introduc-
tion of � brings benefits, it also makes the loss function more complex and require 
constant iteration to train � . In practice, Huber loss is often used in robust statis-
tics [44], additive model [45]. It is also used in deep learning, such as smooth L1 
loss of object detection, which is a special form of Huber loss.

Log-cosh loss function This loss function is the logarithm of the hyperbolic 
cosine of the error. When the error is small, the loss is approximately 1

2
(y − f (x))2 ; 

when the error is large, the loss is approximately |y − f (x)| − log 2 . From the for-
mula of log-cosh loss function, it can be seen that this loss function is very simi-
lar to Huber loss, so it has all the advantages of Huber loss, that is, it is robust to 
outliers and the gradient is variable. In addition, log-cosh loss is quadratic differ-
entiable everywhere. Since many machine learning algorithms, such as XGBoost, 
use Newton’s method to solve optimization problems, it is important to be sec-
ond-order differentiable. However, log-cosh loss still has the problem of gradient 
and Hessian. For the samples with large error, the gradient and Hessian are also 
constant, which affects the efficiency of solution or has other effects, such as the 
lack of split points in XGBoost.

Quantile loss function This loss function is actually an extended form of abso-
lute loss, which degenerates to absolute loss when � takes the 50th percentile. 
Unlike the previous four loss functions, the regression model based on quantile 
loss can provide a reasonable prediction interval, and we get the range of the pre-
dicted value instead of just a predicted value. Quantile loss function adjusts the 
weight of each sample according to the selected quantile � . The smaller � , the 
more punishment will be given to those samples whose real value is less than 
the predicted value (i.e. the overestimated samples); on the contrary, the larger � , 
the more punishment will be given to those samples whose real value is greater 
than the predicted value (i.e. the underestimated samples). What’s more, its repre-
sentative application is quantile regression, which is a regression analysis used in 
statistics and econometrics. For more information about quantile regression, you 
can refer to [46].

�-insensitive loss function This loss function is commonly used in support vec-
tor regression (SVR) [47]. It can be seen from its image Fig. 3f that the differ-
ence with the above losses is that this loss does not punish the samples whose 
error does not exceed � , making the model focus on the samples with large pre-
diction error. But �-insensitive loss function contains absolute term, so it is not 
differentiable.

Comparison The above is the specific introduction of 6 loss functions in 
regression. Below, we will summarize and compare them briefly from several 
aspects. (1) Derivative. Absolute loss, quantile loss and �-insensitivity loss are 
not smooth, Huber loss is first derivative, and square loss and log-cosh loss are 
second derivative. (2) Robustness. Huber loss, log-cosh loss and absolute loss are 
robust to outliers.
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3.3  Loss Functions in Unsupervised Learning

The two major learning tasks of unsupervised learning are clustering and dimension 
reduction. The objective of clustering is to divide the samples into different clusters 
according to the similarity index, so that the similarity within the cluster is high 
and the similarity between the clusters is low. Different clustering algorithms only 
use different indexes to describe similarity and adopt different strategies. For exam-
ple, hierarchical clustering algorithm measures similarity by distance, while density-
based clustering algorithm measures similarity by density. In this section, we take 
K-means, a typical clustering algorithm, as an example to introduce its loss function. 
And below, {C1,C2,… ,CK} stands for the cluster partition.

Dimension reduction refers to the transformation of the original high-dimen-
sional attribute space into a low-dimensional subspace through a certain mathemati-
cal transformation, which can compress the data while preserving the data structure 
and usefulness. The classical linear dimension reduction methods include principal 
component analysis (PCA), and the nonlinear dimension reduction methods include 
manifold learning. In this section, we will summarize the loss functions in dimen-
sion reduction into three categories according to the ideas of different dimension 
reduction algorithms, and give the corresponding algorithms respectively. And 
below, h stands for the projection mapping from the original space Rm to the low-
dimensional space Rd(d ≤ m) , {zi}Ni=1 stands for the low-dimensional representation 
of the original samples {xi}Ni=1.

Next, we will introduce 4 loss functions, namely, square error of clustering, dis-
tance error, reconstruction error and negative variance of dimension reduction. The 
formulas and corresponding algorithms are shown in Table 5. It should be noted that 
these four names are given by ourselves according to the meaning of each loss.

Square error K-means [48] hope to obtain cluster partition by minimizing square 
error. Intuitively, square error describes the compactness of samples in the cluster 
around the mean vector of the cluster. The smaller the square error, the higher the 
similarity of samples within the cluster. There are two sets of variables {rik} and 
{�k}(i = 1,… ,N;k = 1,… ,K) , minimizing this loss is a NP hard problem [49], so 
k-means adopts greedy strategy and uses iterative optimization to approximate the 
solution.

Distance error A classical dimension reduction criterion is that the distance 
between samples in the original space is maintained in the low-dimensional 
space. Based on this idea, we define the loss function as the distance error. By 
minimizing the distance error, the representation {zi}Ni=1 can be obtained. In order 
to solve this objective function, the algorithm generally starts from the condition 
‖zi − zj‖ = distij(1 ≤ i, j ≤ N) . The most representative dimension reduction algo-
rithm is multiple dimensional scaling (MDS) [50]. Since MDS is used in the iso-
metric mapping (Isomap) [51] of manifold learning, Isomap is also one of the algo-
rithms applying distance error.

Reconstruction error There are two reconstruction ideas in dimension reduction 
algorithms. One is that the distance between the original sample and the recon-
structed sample based on the inverse projection mapping is close enough. The other 
is to try to keep a certain property of the original space in the low-dimensional 
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space, so that the projected sample can be reconstructed with some samples in the 
low-dimensional space based on this property. Because the essence of these two 
ideas is to reconstruct the samples, we call both as reconstruction error. By opti-
mizing the first reconstruction error, we can get the projection mapping h and the 
representation {zi}Ni=1 . Its typical algorithm is principal component analysis (PCA) 
[52], which is a linear dimension reduction method. The specific algorithm flow can 
be found in [53]. By optimizing the second reconstruction error, we can get the low-
dimensional vectors {zi}Ni=1 . Its typical algorithm is locally linear embedding (LLE) 
[1] of manifold learning. In LLE, since the original samples are distributed on a 
manifold, they have local linearity, that is, each sample can be reconstructed by lin-
ear combination of its neighborhood samples. LLE hopes that this property can be 
maintained in the low-dimensional space, so the shared parameters of two spaces 
are the weight coefficients of the linear reconstruction. For more information about 
LLE, you can refer to [1].

Negative variance Another dimension reduction criterion is maximum separabil-
ity, that is, all samples after projection are as separate as possible. This criterion can 
be measured by maximizing the variance of the samples after projection. Since opti-
mizing loss function is to get the minimum, we name this loss function as negative 
variance. By optimizing the negative variance, we can get the projection mapping 
h and the low-dimensional vectors {zi}Ni=1 . Its representative algorithm is PCA. The 
maximum separability is another interpretation of PCA. Two PCA objective func-
tions based on reconstruction error and negative variance are equivalent.

Table 5  Loss functions in unsupervised learning

Square error
Formula

L =
∑N

i=1

∑K

k=1
rik‖xi − �k‖2 , where, rk =

{
1, if x ∈ Ck

0, otherwise
 , 

∑K

k=1
rk = 1 , �k =

1

∣Ck ∣

∑
x∈Ck

x is the mean vector of the 
cluster Ck

Explanation Cluster partition {C1,C2,… ,CK}

Algorithm K-means
Distance error
Formula L =

∑N

i,j=1
(‖zi − zj‖ − distij)

2 , where, distij is the distance 
between xi and xj in the original space

Explanation h ∶ Rm
↦ Rd(d ≤ m) , xi ↦ zi(i = 1,… ,N)

Algorithm MDS, Isomap
Reconstruction error
Formula 1. L =

∑N

i=1
‖h−1(zi) − xi‖    2. L =

∑N

i=1
‖o(zi) − zi‖

Explanation o ∶ Rm
↦ Rm , xi ↦ o(xi)(i = 1,… ,N)

Algorithm 1. PCA    2. LLE
Negative variance
Formula L = −tr(

∑N

i=1
(zi − z̄)(zi − z̄)⊤) , where, z̄ is the mean vector

Explanation tr(⋅) is the trace of matrix
Algorithm PCA



203

1 3

Annals of Data Science (2022) 9:187–212 

4  Loss Functions in Deep Learning

This chapter introduces 10 loss functions of deep learning, including 4 loss func-
tions of object detection and 6 loss functions of face recognition. It will be intro-
duced in detail below.

4.1  Loss Functions in Object Detection

As one of the important applications of computer vision, object detection has been 
explored for a long time. Especially in recent years, the rapid development of deep 
learning has brought many new algorithms and techniques to object detection. 
Object detection is a multi-task learning problem, including object classification and 
object localization. For example, we not only need to use algorithms to determine 
whether the object in the picture is a car, but also mark its position accurately and 
circle the car with a bounding box.

Object classification can be a binary classification problem, such as detecting the 
cat in the picture, or a multi-classification problem, such as detecting the cat and dog 
in the picture respectively. In the object detection algorithms, the input image will 
generate thousands of candidate boxes. We need to classify these candidate boxes, 
but only a few of them contain real objects, which brings about the problem of class 
imbalance. Taking binary classification as an example, the positive samples (fore-
ground samples) are far less than the negative samples (background samples), and 
most of the negative samples are useless samples which are easy to be classified. The 
total loss of these samples accounts for a large proportion of the total loss. Thus, the 
learning direction of the model will change, and the model will only distinguish the 
background, not the specific object. Many algorithms (such as OHEM [57]) to solve 
class imbalance cannot take into account both foreground-background class imbal-
ance and easy-hard samples imbalance. Therefore, in this section, we introduce a 
loss function, focal loss, which can effectively solve two class imbalance problems.

Object localization is a regression problem, which is represented in the algorithm 
by measuring the offset between the candidate box and the ground truth box, and 
then modifying the bounding box. In fact, the measure is the loss function, and the 
modification is the optimization process of minimizing the loss function. In this 
section, we introduce several loss functions commonly used in object localization, 
including smooth L1 loss, IoU loss, GIoU loss and KL loss.

The formulas and corresponding algorithms of several loss functions are shown 
in Table 6. Next, we will combine the formulas to analyze and compare several loss 
functions.

Focal loss function This loss function [54] is modified on the basis of sigmoid 
cross entropy loss, 𝜏 is to solve the foreground-background class imbalance, and 
(1 − p̃)𝛾 is to solve the imbalance of easy-hard samples. From its formula, it can be 
seen that the easy sample has the large p̃ and the small loss value, while the hard 
sample is just the opposite. Thus, the weights of easy samples are reduced, so that 
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the model focuses more on the hard samples. In addition, � is used to adjust the 
speed of loss reduction. When � = 0 , focal loss is sigmoid cross entropy loss. The 
image of the positive sample is shown in Fig. 4.

Table 6  Loss functions in object detection

Focal loss
Formula

L = −𝜏(1 − p̃)𝛾 log(p̃) , where, 𝜏 =

{
𝜏, if y = 1

1 − 𝜏, otherwise
 , p̃ =

{
p, if y = 1

1 − p, otherwise
 , 

� ∈ [0, 1] and � ≥ 0 are parameters, p ∈ [0, 1] is the probability of being predicted as 
the positive class

Algorithm RetinaNet [54]
Explanation –
Smooth L1 loss
Formula

smoothL1 (a) =

{
0.5a2, if |a| < 1

|a| − 0.5, otherwise

Algorithm Fast R-CNN [11], Faster R-CNN [12]. L(Bp,Bg) =
∑

i∈{x,y,w,h} smoothL1 (B
p

i
− B

g

i
) , 

where, Bp is the predicted box, Bg is the ground truth box
Explanation The box is defined as (x, y, w, h), where, (x, y) is its top-left corner, w is its weight, h is 

its height
IoU loss
Formula L = − ln(IoU) = − ln

I

U
 , where, I is the intersection area of two boxes, U is the union 

area of two boxes.
Algorithm UnitBox [55]. The specific calculation formulas of I and U can be found in [55]
Explanation For each pixel (i, j), the predicted box is Bp = (x

p

t , x
p

b
, x

p

l
, x

p
r ) , the ground truth box is 

Bg = (x
g

t , x
g

b
, x

g

l
, x

g
r ) , where, (t, b, l, r) represent the distance between this pixel and the 

top, bottom, left, right bounds of ground truth, respectively
GIoU loss
Formula L = 1 − GIoU , where, GIoU = IoU −

Ac−U

Ac
 , IoU =

I

U
 , Bc is the smallest box enclosing 

both boxes, Ac is the area of Bc , I is the intersection area of two boxes, U is the union 
area of two boxes

Algorithm [56]. The specific calculation formulas of I, U and Ac can be found in [56]
Explanation The box is defined as (x1, y1, x2, y2) , where, (x1, y1) is its top-left corner, (x2, y2) is its 

bottom-right corner

Fig. 4  The illustration of focal 
loss function
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Smooth L1 loss function From its formula, we can see that smooth L1 loss is a 
Huber loss of � = 1 , so it has all the properties of Huber loss. Square loss, used 
in R-CNN [58] and SPP-Net [59], has the problem of gradient explosion during 
optimization, so we need to carefully adjust the learning rate. Fast R-CNN [11] and 
Faster R-CNN [12] use smooth L1 loss function to effectively eliminate this prob-
lem. However, when using smooth L1 loss to train the regression model, the bound-
ing box is regarded as four independent variables, which is inconsistent with the 
actual situation, so it will affect the accuracy of localization.

IoU loss function Intuitively, IoU loss [55] maximizes the coincidence between 
the predicted box and the ground truth box. From the formula point of view, when 
calculating the area of intersection and union of two boxes, four variables of meas-
uring each box are used at the same time. Therefore, this loss function regards a box 
as a whole for training, and can get more accurate predicted box. In addition, regard-
less of the scale of the ground truth, IoU is normalized to [0, 1], which can prevent 
the model from focusing too much on large objects and ignoring small ones. [55] 
found that the use of IoU loss not only makes the location more accurate, but also 
speeds up the convergence rate.

GIoU loss function This loss function [56] is an extension of IoU loss. It not only 
retains the property of IoU loss, but also solves the problems of IoU loss effectively. 
As can be seen from its formula, by introducing the smallest box enclosing both the 
predicted box and the ground truth box, there is also the corresponding loss when 
two boxes do not intersect. Meanwhile, when two boxes intersect and there are the 
same IoU values under different overlap modes, the better the overlap mode is, the 
smaller the GIoU loss value will be. For example, Fig. 5 shows three different over-
lap modes with the same IoU values, i.e. IoU = 0.33 , but different GIoU values, 
i.e. from the left to right GIoU = 0.33, 0.24,−0.1 respectively. GIoU value will be 
higher for the cases with better aligned orientation.

Comparison Compared with cross entropy loss, focal loss can solve both the 
imbalance of positive and negative classes and the imbalance of easy and hard sam-
ples. In the bounding box regression, smoothing L1 loss can eliminate the prob-
lem that square loss is sensitive to outliers. Compared with square loss and smooth 
L1 loss, IoU loss solves the influence of object scale, and improves the accuracy of 

Fig. 5  Three different ways of overlap between two rectangles with the same IoU values and different 
GIoU values [56]
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regression by learning the bounding box as a whole. GIoU loss not only preserves 
the property of IoU loss, but also gives the corresponding loss to two disjoint boxes, 
and can reflect which way of overlapping of two boxes is better through the GIoU 
loss value.

4.2  Loss Functions in Face Recognition

Face recognition is a kind of biometric technology based on facial feature informa-
tion. It has experienced a long period of development, and the emergence of deep 
learning methods has further improved the accuracy of face recognition. The data 
set of face recognition is rather special. There are many classes (one person repre-
sents one class), but there are not many samples in each class. Only a few classes 
participate in the training, that is, the existing samples can not cover all classes, and 
the classes of test samples usually do not appear in the training.

Based on the above difficulties, face recognition methods need to extract key 
information (that is, learn distinguishing features) from face images, so that the sam-
ples within one class (different images of the same person) are similar, and the sam-
ples between classes (different images of different people) are different. One of the 
main challenges of feature learning in large-scale face recognition using deep con-
volutional neural network (DCNN) is to design appropriate loss function to improve 
the recognition ability. At present, the loss functions of face recognition can be 
roughly divided into two categories. One is to measure the difference between sam-
ples based on Euclidean space distance, and the representative algorithms include 
contrastive loss, triplet loss, center loss. The other is to measure the difference 
between samples based on angular space, and the representative algorithms include 
A-Softmax loss, AM-Softmax loss, ArcFace loss.

The formulas and corresponding algorithms of several loss functions are shown 
in Table 7. Since the input of several loss functions is the feature vector of image 
mapped to feature space, we use � to represent the feature of image x extracted by 
DCNN. Next, we will combine the formula of loss function to analyze and compare 
several loss functions.

Contrastive loss function Before using the contrastive loss function [60, 61] to 
train the model, we need to reconstruct the training set. The specific methods are as 
follows. The samples in the original training set are paired and given labels. When the 
two samples are from the same person, the label Y = 1 is given. Otherwise, the label 
Y = 0 is given. A new sample set consisting of P tuples (Y , x1, x2) is obtained. From 
the formula, it can be seen that the corresponding loss of Y = 1 is LS =

1

2
‖�1 − �

2‖2 , 
and the corresponding loss of Y = 0 is LD =

1

2
(max{m − ‖�1 − �

2‖, 0})2 . For one 
thing, the smaller the Euclidean distance of similar samples in the feature space is, 
the smaller the loss value is, which ensures the similarity of samples from one per-
son. For another thing, the larger the Euclidean distance of different samples in the 
feature space is, the smaller the loss value is, which ensures the difference of sam-
ples from different persons. In addition, the threshold m defines a radius so that there 
is a cost if the distance of pair from different persons is within the radius. It makes 
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the model pay more attention to the close pairs from different persons. Therefore, 
contrastive loss function can achieve the matching degree of pairs well, and also can 
be used to train the model of feature extraction effectively. However, the problem of 
this loss function is how to select the tuples, due to the extreme imbalance between 
negative tuples and positive tuples. How to select the appropriate negative tuples is 
the key and difficult point.

Triplet loss function The input of triple loss [62] is a set of triples {(xa
i
, x

p

i
, xn

i
)}P

i=1
 , 

where xa is a randomly selected face image, xp and xa belong to the same class (the 
same person), xn and xa belong to different classes (different people). We hope that 
the learned features can satisfy ‖�a − �

p‖2 + � ≤ ‖�a − �
n‖2 , where � represents the 

Table 7  Loss functions in face recognition

Contrastive loss
Formula L =

1

2

∑P

i=1
Yid

2
i
+ (1 − Yi)(max{m − di, 0})

2 , where, di = ‖�1
i
− �

2
i
‖(i = 1,… ,P) , 

m > 0 is a threshold
Explanation In this table, � represents the feature vector of image x extracted by DCNN. In this 

loss, the new sample set {(Yi, x1i , x
2
i
)}P

i=1
 , where, Y = 1 represents that x1 and x2 are 

from the same class, Y = 0 represents that x1 and x2 are from the different classes
Algorithm [60, 61]
Triplet loss
Formula L =

∑P

i=1
max{‖�a

i
− �

p

i
‖2 − ‖�a

i
− �

n
i
‖2 + �, 0} , where, � is a margin

Explanation The new sample set {(xa
i
, x

p

i
, xn

i
)}P

i=1
 , where, xa and xp are from the same class, xa and 

xn are from the different classes
Algorithm FaceNet [62]
Center loss
Formula LC =

1

2

∑N

i=1
‖�i − cyi‖

2 , where, cyi is the feature center of the yi class
Explanation –
Algorithm [63]
A-Softmax loss
Formula

L =
1

N

∑
i − log

e
‖�i‖ cos(m�yi ,i )

e
‖�i‖ cos(m�yi ,i )+

∑
j≠yi

e
‖�i‖ cos(�j,i )

, where, m ≥ 1 andmis an integer

Explanation In A-Softmax loss, AM-Softmax loss and ArcFace loss, �a,b is the angle between the 
weight Wa and the feature �b

Algorithm SphereFace [64, 65]
AM-Softmax loss
Formula

L =
1

N

∑
i − log

e
s(cos(𝜃yi ,i

)−m)

e
s(cos(𝜃yi ,i

)−m)
+
∑

j≠yi
e
s cos(𝜃j,i )

, where, s is the given ‖x‖, m > 0

Explanation –
Algorithm CosFace [66, 67]
ArcFace loss
Formula

L =
1

N

∑
i − log

e
s(cos(𝜃yi ,i

+m))

e
s(cos(𝜃yi ,i

+m))
+
∑

j≠yi
e
s cos(𝜃j,i )

, where, s is the given ‖x‖, m > 0

Explanation –
Algorithm ArcFace [68]
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minimum margin between the distance of samples from the same class and the dis-
tance of samples from different classes. Based on this idea, we get triple loss func-
tion. By optimizing the loss function, we can extract the features, which ensure that 
the similar samples are close and the different samples are far away. But the problem 
of this loss function is how to select triples. Triples that are easy to satisfy the above 
formula are not very helpful for feature extraction, and triples that are difficult to 
satisfy the above formula will result in local extremum, and the network may not be 
able to converge to the optimal value. [62] proposes a selection method, which can 
be consulted by oneself.

Center loss function Since contrastive loss and triplet loss are very sensitive to 
the construction and selection of tuples, [63] uses the extracted feature vector as 
the input of cross entropy loss to train the model through cross entropy loss. How-
ever, it is found that cross entropy loss can only separate the categories, but cannot 
constrain the in-class distance, so samples are scattered relatively sparsely among 
the separatable boundaries, and misjudgment will occur when cross entropy loss is 
applied to face recognition tasks. Therefore, [63] proposes center loss function to 
constrain the distance within a class. And the final loss function is a weighted com-
bination of cross entropy loss and center loss.

A-Softmax loss function  [64] uses cross entropy loss to extract and visualize fea-
tures of a small data set, and find that the extracted features have obvious angular 
distribution. Thus, the authors thinks that combining cross entropy loss with Euclid-
ean distance is unreasonable. Meanwhile, for the first time, the distance of angular 
space is used to describe the difference of features within and between classes, and 
A-Softmax loss function is proposed. Next, we take binary classification as an exam-
ple to describe the derivation of A-Softmax loss function. In binary classification, 
the decision boundary of cross entropy loss function is (W1 −W2)� + b1 − b2 = 0 . 
After constraining ‖W1‖ = ‖W2‖ = 1 and b1 = b2 = 0 , the decision boundary of 
modified cross entropy loss is ‖�‖(cos(�1) − cos(�2)) = 0 , where �a,b is the angle 
between the weight Wa and the feature �b . Further, in order to make the intra class 
features similar and the inter class features different, the condition for class 1 
becomes cos(m𝜃1) > cos(𝜃2) from cos(𝜃1) > cos(𝜃2) , and the condition for class 2 
becomes cos(m𝜃2) > cos(𝜃1) from cos(𝜃2) > cos(𝜃1) , where m(m ≥ 1) is an integer. 
In this way, the decision boundary has changed from one to two, and a certain mar-
gin has been formed between the two decision boundaries, which has achieved the 
goal we want. By extending this idea to the multi classification problem, A-Softmax 
loss function is obtained. It should be noted that in order to ensure the monotonic 
decrease of loss function with angle and the model convergence, the applied A-Soft-
max loss is adjusted on the expression shown in Table 7. For details, please refer to 
[64, 65].

AM-Softmax loss function To make the model pay more attention to the angle 
information obtained from the data and ignore the value of the feature vector, 
[66, 67] fixed ‖�‖ = s and proposed AM-Softmax loss. Considering the binary 
classification, according to this loss function, the condition for class 1 becomes 
cos(𝜃1) > cos(𝜃2) + m , and the condition for class 2 becomes cos(𝜃2) > cos(𝜃1) + m , 
where m > 0 . Similarly, there are two decision boundaries, and there is a certain 
margin between them.
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ArcFace loss function  [68] proposed ArcFace loss function to further improve 
AM-Softmax loss. In the same case of binary classification, according to this loss 
function, the condition for class 1 becomes cos(𝜃1 + m) > cos(𝜃2) , and the condi-
tion for class 2 becomes cos(𝜃2 + m) > cos(𝜃1) + m , where m > 0 . The decision 
boundaries become two, and a certain margin is formed between the two decision 
boundaries.

Comparison Contrastive loss and triplet loss need to construct tuples, which can 
cause combination explosion on large-scale data sets, further result in the increase 
of iteration and slow convergence. In addition, the selection of tuples is critical. 
Although some strategies can be adopted to select tuples, the computational com-
plexity is also increased significantly. Center loss can only constrain the distance 
within one class, and it needs to be used together with cross entropy loss. As the fea-
tures extracted by cross entropy loss show a certain angular distribution, A-Softmax 
loss, AM-Softmax loss and ArcFace loss increase different angular margins based 
on cross entropy loss. In the case of binary classification, the decision boundaries 
formed by the three kinds of losses for class 1 are shown in Table 8. A-Softmax loss 
requires some adjustments to ensure monotony of the function and convergence of 
the model. AM-softmax loss is easier to achieve, reduces the complex parameter 
calculation, simplifies the training process and ensures the convergence. Arcface 
loss is not only easy to realize, but also has better geometric properties. It forms a 
constant linear angular margin in the whole interval, while A-Softmax loss and AM-
Softmax loss can only form a nonlinear angular margin [68].

5  Conclusion

In this paper, a new partition criterion of loss functions is proposed, and 31 loss 
functions are introduced from five aspects: classification, regression, unsupervised 
learning of traditional machine learning, object detection, face recognition of deep 
learning. These loss functions are commonly used in various fields or tasks. By 
analyzing their formulas, corresponding algorithms, images, and comparing their 
advantages and disadvantages, we hope to provide help for readers to apply and 
improve the loss functions.

Table 8  Decision boundaries 
for class 1 under binary 
classification case

Loss function Decision boundary

Cross entropy loss (W1 −W2)� + b1 − b2 = 0

Modified cross entropy loss ‖�‖(cos(�1) − cos(�2)) = 0

A-Softmax loss ‖�‖(cos(m�1) − cos(�2)) = 0

AM-Softmax loss s(cos(�1) − m − cos(�2)) = 0

ArcFace loss s(cos(�1 + m) − cos(�2)) = 0
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