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ABSTRACT
Users usually play dual roles in real-world recommender sys-
tems. One is as a reviewer who writes reviews for items with
rating scores, and the other is as a rater who rates the help-
fulness scores of reviews. Traditional recommender systems
mainly consider the reviewer role while not taking into ac-
count the rater role. However, the rater role allows users
to express their opinions toward reviews about items; hence
it may indirectly indicate their opinions about items, which
could be complementary to the reviewer role. Since most
real-world recommender systems provide convenient mech-
anisms for the rater role, recent studies show that typically
there are much more helpfulness ratings from the rater role
than item ratings from the reviewer role. Therefore, incor-
porating the rater role of users may have the potentials to
mitigate the data sparsity and cold-start problems in tradi-
tional recommender systems. In this paper, we investigate
how to exploit dual roles of users in recommender systems.
In particular, we provide a principled way to exploit the
rater role mathematically and propose a novel recommender
system DualRec, which captures both the reviewer role and
the rater role of users simultaneously for recommendation.
Experimental results on two real world datasets demonstrate
the effectiveness of the proposed framework, and further ex-
periments are conducted to understand the importance of
the rater role of users in recommendation.

Categories and Subject Descriptors
H.2.8 [Database applications Subjects]: Data mining;
H.3.3 [Information Search and Retrieval Subjects]:
Information filtering

General Terms
Algorithms
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1. INTRODUCTION
Recommender systems[22] intend to provide users with in-

formation of potential interest based on their demographic
profiles and historical data. Collaborative Filtering (CF),
which only requires past user ratings to predict unknown rat-
ings, has attracted more and more attention[6, 33, 9]. Col-
laborative Filtering can be roughly categorized into memory-
based[5, 23, 29] and model-based methods[6, 16, 10]. Memory-
based methods mainly use the neighborhood information of
users or items in the user-item rating matrix while model-
based methods usually assume that an underlying model
governs the way users rate items, and in general, it has bet-
ter performance than memory-based methods. Despite the
success of various model-based methods [24, 6], matrix fac-
torization (MF) based model has became one of the most
popular methods due to its good performance and efficiency
in handling large datasets[25, 16, 10, 4, 27, 2].

Users in real-world recommender systems can play as re-
viewers that write reviews and give ratings for items, and
they also can play as raters that rate the helpfulness of re-
views. Figure 1 contains two snapshots from a real-world
site Ciao1. In Figure 1(a)2 , a user tara1tomoj, as a re-
viewer, writes a review for Apple iPhone 6 16GB, which
gives a rating score 4 to iPhone 6. Figure 1(b)3 shows that
other users, as raters, rate the helpfulness of the review in
Figure 1(a) - three raters give helpfulness ratings to this
review, among which two give somewhat helpful (or score
2) and one gives not helpful (or score 1). However, the
vast majority of traditional recommender systems only ex-
ploit the reviewer role while overlook the rater role of users.
The rater role enables users to conveniently express their
personal opinions on reviews about items, which indicates
their indirect opinions on items. For example, though we
don’t know the exact rating scores these three users may
give to Apple iPhone 6 16GB, low helpfulness ratings given
by these users imply that they don’t agree with the review;
hence, they are likely to give some ratings different from 4
to Apple iPhone 6. Therefore, the rater role could be com-
plementary to the reviewer role for recommendation. Since
real-world recommender systems often provide convenient
mechanisms for the rater role, such as clicking helpfulness
buttons in Amazon and specifying helpfulness scores in Ciao,
recent studies suggest that users usually have more helpful-
ness ratings produced by their rater role than item ratings

1www.ciao.com
2http://www.ciao.co.uk/Recent Reviews/Top100/Smartph
-ones Mobile Phones 5302356 2/All
3http://www.ciao.co.uk/Apple iPhone 6 Review 6146860



(a) A Product Review Example (b) Helpfulness Ratings of the Review

Figure 1: An Example of User’s Dual Roles in Recommender Systems.

produced by their reviewer role [26]. For example, for those
users with few item ratings, they could have many helpful-
ness ratings. This property of the rater role of users could be
useful to mitigate the data sparsity and cold-start problems,
which are two major challenges of traditional recommender
systems[18]. Therefore, incorporating the rater role of users
has potentials to improve the performance of recommender
systems.

In this paper, we investigate the dual roles of users, i.e. the
reviewer role and the rater role, in recommender systems. In
essence, we study two challenges - (1) how to capture the
rater role of users mathematically; and (2) how to exploit
the dual roles of users simultaneously for recommendation.
In an attempt to solve these two challenges, we propose a
novel recommendation framework DualRec. The major con-
tributions of this paper are summarized next:

• Providing a principled way to capture the rater role of
users mathematically;

• Proposing a novel recommender system DualRec, which
exploits the duel roles of users into a coherent model
for recommendation; and

• Conducting experiments on real-world datasets to un-
derstand the effectiveness of the proposed framework
DualRec.

The rest of the paper is organized as follows. In Section
2, we introduce the proposed framework DualRec with the
details of how to capture the rater role of users and how to
incorporate it with the reviewer role for recommendation.
In Section 3, we present a method to solve the optimization
problem of DualRec along with the time complexity analysis.
In Section 4, we show empirical evaluation with discussion.
In Section 5, we present the related work. In Section 6, we
give conclusion with future work.

2. A RECOMMENDER SYSTEM WITH DUAL
ROLES OF USERS

Before introducing details about the proposed framework,
we first introduce notations used in this paper. Throughout
this paper, matrices are written as boldface capital letters
and vectors are denoted as boldface lowercase letters. For
an arbitrary matrix M ∈ Rm×n, Mij denotes the (i, j)-th
entry of M while mi and mj mean the i-th row and j-th
column of M, respectively. ||M||F is the Frobenius norm of
M. Capital letters in calligraphic math font such as P are
used to denote sets. We use | · | to denote the cardinality of

a set, for example, |P| indicates the number of elements in
the set P.

Typically there are three types of objects, namely, users,
reviews and items. Let U = {u1, u2, . . . , un} be the set of
users, P = {p1, p2, . . . , pm} be the set of items and R =
{r1, r2, . . . , rN} be the set of reviews where n,m and N are
the numbers of users, items and reviews, respectively. As
reviewers, users can write reviews and rate items. For ex-
ample, (ui, rj , pk) means user ui writes a review rj which
gives a rating to item pk. We use the matrix R ∈ Rn×m

to denote the user-item rating matrix produced by the re-
viewer role of users, where Rik is the rating score if ui rates
pk otherwise Rik = “?” for an unknown rating from ui

to pk. A ∈ {0, 1}N×m is the review item matrix where
Ajk = 1 if review rj is associated with item pk and Ajk = 0
otherwise. As raters, users can rate the helpfulness of re-
views and H ∈ Rn×N is employed to represent user review
helpfulness rating matrix where Hij is the helpfulness score
if user ui gives a review rj a rating and Hij = “?” de-
notes an unknown helpfulness score from ui to rj . We use
O(R) = {Rij |Rij =?} to denote the set of unknown item
ratings. Next we begin the introduction of the proposed
framework with the basic model to exploit the reviewer role
of users.

2.1 A Basic Model for the Reviewer Role of
Users

We choose matrix factorization based collaborative filter-
ing as the basic model to exploit the reviewer role of users
since it is a very practical and popular method to build rec-
ommender systems [6, 25, 16, 7, 10, 27]. It tries to map
both users and items to a joint latent factor space with di-
mensionality K such that user-item interactions are modeled
as inner products in that space[10]. The premise behind a
low-dimensional factor model is that there is only a small
number of factors that influence the user preferences and a
user’s preference vector is determined by how each factor
applies to the user[25]. Specifically, given the rating ma-
trix R ∈ Rn×m, matrix factorization methods try to find
two matrices U ∈ RK×n and V ∈ RK×m by solving the
following optimization problem

min
U,V

n∑
i=1

m∑
j=1

Iij(u
T
i vj −Rij)

2 + γ(‖U‖2F + ‖V‖2F ) (1)

where I ∈ {0, 1}n×m is the indicator matrix defined as

Iij =

{
1 if Rij 6= “?”
0 otherwise

(2)



Figure 2: The figure gives an example of user’s dual
roles in recommender systems. The yellow arrow
means that a user, as a reviewer, writes a review and
the review assigns a rating score to a product con-
nected by a purple arrow. A green (dashed) arrow
denotes that a user, as a rater, gives a helpfulness
rating score to a review.

U is the user latent factor matrix with each column ui be-
ing ui’s latent factor and V is the item latent factor matrix
with each column vj being the latent property of the item
pj . The term γ(‖U‖2F + ‖V‖2F ) is introduced to avoid over-
fitting. The rating of ui to pj is predicted as uT

i vj . With
the basic model for the reviewer role, next we will intro-
duce our solution to capture the rater role and the proposed
framework DualRec.

2.2 Capturing the Rater Role of Users
Helpfulness ratings produced by the rater role of users

indicate users’ opinions toward reviews about items and it
could reflect their opinions on items indirectly. Therefore,
the key problem to capture the rater role of users for recom-
mendation is how to learn implicit item ratings from help-
fulness ratings produced by the rater role. Next we first
introduce some definitions and then detail the mathemati-
cal model to capture the rater role of users.

Assume that a review rk is about the item pj , i.e, Akj = 1.
A rater ui who rates rk about pj may or may not be a
reviewer of pj . For example, as shown in Figure 2, user u2

rates the helpfulness of a review r1 about item p1, and he/she
also directly writes a review r2 and gives an item rating to
p1; while u3 only rates the helpfulness of a review r2 about
p1. Therefore, for a helpfulness rating from ui to rk about
pj , i.e. Hik, according to whether ui writes reviews about pj
or not, we can assign it as either Type-I helpfulness rating
or Type-II helpfulness rating . The definitions of these two
types of helpfulness ratings are given as follows:

Definition 1. A helpfulness rating Hik is a Type-I help-
fulness rating if the item pj associated with the review rk in
Hik is also rated by user ui. In other words, ui not only
rates the helpfulness of the review rk about pj but also di-
rectly gives a rating score to pj . Formally, a Type-I help-
fulness rating Hik satisfies:

∃pj ∈ P, Hik > 0 ∧ Akj = 1 ∧ Rij 6=? (3)

In Figure 2, H21 is a Type-I helpfulness rating since u2 wrote
r2 which assigns a rating to p1.

Definition 2. A helpfulness rating Hik is a Type-II help-
fulness rating if the item pj associated with the review rk in
Hik is not rated by user ui. In other words, ui only rates
the helpfulness of the review rk about pj but not the item pj.
Formally, a Type-II helpfulness rating Hik satisfies:

@pj ∈ P, Hik > 0 ∧ Akj = 1 ∧ Rij 6=? (4)

In Figure 2, H32 and H33 are Type-II helpfulness ratings
because u3 doesn’t rate any items.

We further use Pij to represent the set of reviews about
pj that received Type-I helpfulness ratings from ui. That is,
∀rk ∈ Pij , we have that rk is about pj , and ui rates both rk
and also pj . Formally, Pij is defined as:

Pij = {rk|Hik is a Type-I helpfulness rating

∧Akj = 1, 1 ≤ k ≤ N} (5)

For example, in Figure 2, P21 = {r1} because u2 rated both
p1 and r1 of p1, while P31 = ∅ because u3 doesn’t give a
rating to p1.

Similarly, we use Qij to represent a set of reviews about
pj which received Type-II helpfulness ratings from ui. That
is, ∀rk ∈ Pij , we have that rk is about pj , and ui rates rk
but not pj . Formally, Qij is defined as:

Qij = {rk|Hik is a Type-II helpfulness rating

∧Akj = 1, 1 ≤ k ≤ N}} (6)

For example, in Figure 2, Q21 = ∅ because whileQ31 = {r2}.
For a review rk that is written by us and is associated

with the item pj , Rsj is the item rating from us to pj . The
helpfulness rating Hik indicates the opinion of user ui on
the review rk and the corresponding item rating Rsj from
us to pj . Therefore, both the helpfulness rating Hik and
the item rating from the author of rk to pj , i.e., Rsj , could
be useful to learn the implicit item rating from ui to pj .
Let φ(Hik,Rsj) ∈ Rd×1 be the feature vector for a helpful-
ness rating from ui to rk

4. We further assume a linear map
matrix w which predicts the implicit item rating R̂ij from

φ(Hik,Rsj) as R̂ij = φ(Hik,Rsj)
Tw. Therefore, we pro-

pose the following minimization terms to capture the rater
role of users for recommendation as:

min
w

n∑
i=1

m∑
j=1

Fij(
1

|Pij |
∑

k∈Pij

φ(Hik,Rsj)
Tw −Rij)

2

+ β

n∑
i=1

m∑
j=1

Gij(
1

|Qij |
∑

k∈Qij

φ(Hik,Rsj)
Tw − uT

i vj)
2 (7)

Next we give details about the inner working of Eq.(7) as:

• For a user-item pair (ui, pj) with Pij 6= ∅, ui not only
rates the helpfulness of reviews about pj but also gives
a rating score to pj ; hence the first term in Eq.(7) en-
sures the consistency between the predicted item rat-
ings from the rater role (or 1

|Pij |
∑

k∈Pij
φ(Hik,Rsj)

Tw)

and the observed item ratings from the reviewer role
(or Rij). Since a user ui may rate the helpfulness of

4The d-dimensional feature vector could encode features
from users, reviews and pairs of item and helpfulness rat-
ings. In this paper, we empirically find that some simple
features from a pair of item and helpfulness ratings, i.e.,
φ(x, y) = [x; y;xy;x2; y2; 1/x; 1/y], works well. We would
like to investigate other features in the future.



multiple reviews about the same item pj , we use the
average rating 1

|Pij |
∑

k∈Pij
φ(Hik,Rsj)

Tw as the final

predicted item rating from ui to pj . F is an indicator
matrix, which is formally defined as

Fij =

{
1 if |Pij | > 0
0 if |Pij | = 0

(8)

• For a user-item pair (ui, pj) with Qij 6= ∅, ui only rates
the helpfulness of reviews about pj and has no rating
score to pj ; hence the second term in Eq.(7) ensures the
consistency between the predicted item ratings from
the rater role ( or 1

|Qij |
∑

k∈Qij
φ(Hik,Rsj)

Tw) and

the predicted item ratings from the reviewer role ( or
uT
i vj). Similar to F, G is an indicator matrix defined

as

Gij =

{
1 if |Qij | > 0
0 if |Qij | = 0

(9)

2.3 The Proposed Framework–DualRec
With model components to capture the reviewer role and

the rater role, the proposed recommender system DualRec
that exploits the dual roles of users simultaneously is to solve
the following optimization problem as:

min
U,V,w

n∑
i=1

m∑
j=1

Iij(u
T
i vj −Rij)

2

+ α

n∑
i=1

m∑
j=1

Fij(
1

|Pij |
∑

k∈Pij

φ(Hik,Rsj)
Tw −Rij)

2

+ β

n∑
i=1

m∑
j=1

Gij(
1

|Qij |
∑

k∈Qij

φ(Hik,Rsj)
Tw − uT

i vj)
2

+ γ(‖U‖2F + ‖V‖2F ) + λ‖w‖22
(10)

where the first term models the reviewer role of users based
on matrix factorization; and the second and third terms in-
corporate the rater role of users. α and β are introduced
to leverage the contribution of reviewer role and rater role.
Similar to γ(‖U‖2F + ‖V‖2F ), the term λ‖w‖22 is introduced
to avoid overfitting.

If we only consider the reviewer role of users, we cannot
learn the user latent factor ui for a user ui without any
item rating scores. However, as shown in Eq.(10), we still
can learn the user latent factor for ui if ui has helpfulness
ratings by incorporating the rater role of users. Also both
user latent factor matrix U and the item latent factor matrix
V are learned from the dual roles of users. Therefore, the
proposed framework DualRec has potentials to mitigate the
cold-start and data sparsity problems in recommendation.

3. AN OPTIMIZATION METHOD FOR DU-
ALREC

The objective function in Eq.(10) is not convex if we up-
date all the variables jointly. To optimize the objective func-
tion, we use alternating least squares, which is a popular
method for MF based collaborative filtering. Specifically,
we optimize one variable by fixing other variables. Next, we
give the details to optimize the objective function followed
by the complexity analysis of the proposed algorithm.

3.1 Update Rule of U and V

To get the gradients of Eq.(10) w.r.t to U and V, we first
remove terms that are irrelevant to U and V and rewrite
the objective function as

L(U,V) = ‖I� (UTV −R)‖2F + γ(‖U‖2F + ‖V‖2F )

+ β‖G� (UTV −M)‖2F
(11)

where � denotes Hadmard product and M is defined as

Mij =

{ 1
|Qij |

∑
k∈Qij

φ(Hik,Rsj)
Tw, if Gij > 0

0, o.w.
(12)

Then the gradient of L(U,V) with respect to U is given as

∂L(U,V)

∂U
= 2V[I� (UTV −R)]T + 2γU

+ 2βV[G� (UTV −M)]T
(13)

Therefore, U is updated as

U = U− ε∂L(U,V)

∂U
(14)

where ε is the learning rate. Similarly, the gradient of L(U,V)
with respect to V is given as

∂L(U,V)

∂V
= 2U[I� (UTV −R)] + 2γV

+ 2βU[G� (UTV −M)]

(15)

and V is updated as

V = V − ε∂L(U,V)

∂V
(16)

3.2 Update Rule of w

Similarly, to get the gradient of Eq.(10) w.r.t to w, we first
remove terms that are irrelevant to w and the objective is
simplified as

L(w) =α

n∑
i=1

m∑
j=1

Fij(
1

|Pij |
∑

k∈Pij

φ(Hik,Rsj)
Tw −Rij)

2

+β

n∑
i=1

m∑
j=1

Gij(
1

|Qij |
∑

k∈Qij

φ(Hik,Rkj)
Tw − uT

i vj)
2

+λ‖w‖22
(17)

For simplicity, let xij = 1
|Pij |

∑
k∈Pij

φ(Hik,Rsj) and zij =
1
|Qij |

∑
k∈Qij

φ(Hik,Rsj). Then we have

L(w) = α

n∑
i=1

m∑
j=1

Fij(x
T
ijw −Rij)

2 + λ‖w‖22

+ β

n∑
i=1

m∑
j=1

Gij(z
T
ijw − uT

i vj)
2

(18)

The derivative of Eq.(18) with respect to w is given as

∂L(w)

∂w
= 2α

n∑
i=1

m∑
j=1

Fijxij(x
T
ijw −Rij)

+ 2β

n∑
i=1

m∑
j=1

Gijzij(z
T
ijw − uT

i vj) + 2λw

(19)



By setting the derivative to zero, we have the update rule
for w as

w =(α

n∑
i=1

m∑
j=1

Fijxijx
T
ij + β

∑
i

∑
j

Gijzijz
T
ij + λI)−1

(α

n∑
i=1

m∑
j=1

FijRijxij + β
∑
i

∑
j

Giju
T
i vjzij)

(20)

Algorithm 1 DualRec

Input: R ∈ Rn×m,H ∈ Rn×N ,A ∈ {0, 1}N×m,K, α, β, γ

Output: R̂
1: for i=1 to n do
2: for j=1 to m do
3: Construct Pij according to Eq.(5)
4: Construct Qij according to Eq.(6)
5: end for
6: end for
7: Construct indicator matrix I,F,G
8: Initialize U ∈ RK×n,V ∈ RK×m

9: Initialize w by solving Eq.(7) with β set to 0
10: repeat
11: Calculate M using Eq.(12)

12: Calculate ∂L(U,V)
∂U

using Eq.(13)

13: Update U as U = U− ε ∂L(U,V)
∂U

14: Calculate ∂L(U,V)
∂V

using Eq.(15)

15: Update V as V = V − ε ∂L(U,V)
∂V

16: Update w using Eq.(20)
17: until Convergence
18: Calculate R̂ = UTV
19: return R̂

3.3 The Algorithm
With the update rules of U,V and w given above, the

optimization algorithm for DualRec is shown in Algorithm
1. Next we briefly review Algorithm 1. For each user-item
pair, we first find Pij and Qij from line 1 to line 6. Based
on R,Pij and Qij , we can construct the indicator matrix
I,F and G in line 7. We randomly initialize U and V in line
8. In order to speed up the learning process, w is initialized
by solving Eq.(7) with β = 0 since it can give a better ap-
proximation to w than randomly guessing in line 9. After
initialization, U,V and w are updated sequentially until it
converges from line 10 to line 17. Finally, the rating ma-
trix is reconstructed as R̂ = UTV. With the reconstructed
matrix R̂, an unknown rating from ui to pj is predicted as

R̂ij

3.4 Complexity Analysis
The algorithm is composed of two parts, i.e., initialization

and updating. The most time consuming part is the updat-
ing part. The computational cost of UTV in Eq.(13) is
O(nkm). Considering the fact that I is very sparse, we have
that I � (UTV − R) is also very sparse. Thus, the com-
putational cost of V[I � (UTV − R)]T is about O(nkm).

Then the computational cost of ∂L(U,V)
∂U

using Eq.(15) is

O(nkm). Similarly, the computational cost of ∂L(U,V)
∂V

using
Eq.(15) is also O(nmk). To update w using Eq.(20), we can
pre-calculate (α

∑n
i=1

∑m
j=1 Fijxijx

T
ij+β

∑
i

∑
j Gijzijz

T
ij+

Table 1: Statistics of the Datasets
Dataset Epinions Ciao
# of users 2,161 2,368
# of items 2,796 3,046
# of ratings 72,971 69,453
# of H.R. 581,880 1,248,020
# of Type-I H.R. 47,905 177,038
# of Type-II H.R. 533,975 1,070,982

λI)−1 and α
∑n

i=1

∑m
j=1 FijRijxij since they are fixed in

each iteration. Also, considering the fact that G is very
sparse, the computational cost of β

∑
i

∑
j Giju

T
i vjzij is

O(ks), where s is the number of nonzero elements in G.
Thus, the computational cost of w is O(ks). Thus the total
cost of the algorithm is O(t(nkm+ks)), where t is the num-
ber of iterations. From the analysis, we can see that the
computational cost of Algorithm 1 in each iteration is ac-
tually comparable to that of the matrix factorization based
collaborative filtering.

4. EXPERIMENTAL ANALYSIS
In this section, we conduct experiments to evaluate the

effectiveness of the proposed framework DualRec. Specifi-
cally, we aim to answer the following two questions:

• Can the proposed framework improve the recommen-
dation performance by incorporating the rater role of
users? and

• Is the proposed framework able to mitigate the cold-
start problem for recommendation by incorporating
the rater role of users?

We begin by introducing datasets and experimental set-
tings, then we compare DualRec with the state-of-the-art
recommendation systems to answer the first question and we
investigate the capability of the proposed framework in han-
dling the cold-start problem to answer the second question.
Finally further experiments are conducted to investigate the
sensitivity of DualRec to the parameters.

4.1 Datasets and Experimental Settings
We collect two datasets from real-world social media web-

sites, i.e., Epinions5 and Ciao. From the originally collected
datasets, we filter out users who rated few items and also
items that received less than 10 ratings. For both datasets,
users can rate products and reviews with scores from 1 to
5. The statistics of the resulting datasets are shown in Ta-
ble 1. In the table, H.R. denotes helpfulness rating, Type-I
H.R. denotes Type-I helpfulness ratings and Type-II H.R
indicates Type-II helpfulness ratings. It is evident from the
statistics in the table that, on average, users have more help-
fulness ratings from the rater role than item ratings from the
reviewer role of users.

Two widely used evaluation metrics, i.e., mean absolute
error (MAE) and root mean square error (RMSE), are adopted
to evaluate the rating prediction performance. Specifically,
MAE is defined as

MAE =

∑
(i,j)∈T |Rij − R̃ij |

|T | (21)

5http://www.epinions.com/



Table 2: Performance comparison on Epinions and Ciao in terms of RMSE.

Dataset Training Size UCF WNMF MF QMF DualRec

Epinions
10% 1.3320 1.3581 1.3072 1.3068 1.2338
20% 1.2642 1.2644 1.2196 1.2137 1.1784
40% 1.2015 1.1812 1.14 01 1.1415 1.1201

Ciao
10% 1.2644 1.3128 1.2655 1.2551 1.1382
20% 1.2233 1.2202 1.1652 1.1718 1.0920
40% 1.1748 1.1378 1.0811 1.0828 1.0497

Table 3: Performance comparison on Epinions and Ciao in terms of MAE.

Dataset Training Size UCF WNMF MF QMF DualRec

Epinions
10% 1.0836 1.0756 1.0514 1.0575 1.0064
20% 1.0086 0.9927 0.9678 0.9634 0.9403
40% 1.0104 0.9248 0.8928 0.8901 0.8790

Ciao
10% 0.9385 1.0325 1.0087 1.0015 0.9049
20% 0.9211 0.9522 0.9149 0.9278 0.8585
40% 0.8873 0.8914 0.8361 0.8364 0.8187

and RMSE is defined as

RMSE =

√√√√∑(i,j)∈T

(
Rij − R̃ij

)2
|T | (22)

where in both metrics, T denotes the set of ratings we want
to predict, Rij denotes the rating user ui gives to item pj
and R̃ij denotes the predicted rating from ui and vj .

For each dataset, we random select x% as the training set
and the remaining 1− x% as the testing set. To investigate
the capability of the proposed framework in handling the
data sparsity problem, we vary x as {10, 20, 40} in this work.
The random selection process is carried out 10 times inde-
pendently, and the average MAE and RMSE are reported.
Note that previous work demonstrated that small improve-
ment in RMSE or MAE terms can have a significant impact
on the quality of the top-few recommendation[8].

4.2 Performance Comparison of Recommender
Systems

To answer the first question, we compare the proposed
system with several representative systems. The comparison
results are summarized in Tables 2 and 3 for RMSE and
MAE, respectively. The representative systems in the table
are defined as:

• UCF: UCF is the user-oriented collaborative filtering
where the rating from ui to pj is predicted as an ag-
gregation of ratings of K most similar users of ui to
pj . We use the cosine similarity to calculate user-user
similarity.

• MF: matrix factorization based collaborative filtering
tries to decompose the user-item rating matrix into
two matrices such that the reconstruction error is min-
imized [10]. In this work, we choose MF as the basic
model of the proposed framework DualRec.

• WNMF: weighted nonnegative matrix factorization
tries to decompose the weighted rating matrix into two
nonnegative matrices to minimize the reconstruction
error [33].

• QMF: Review quality aware collaborative filtering [21]
uses helpfulness rating as a measure to capture the
quality of the rating and then the quality scores W
are incorporated as weights into matrix factorization
based CF as

min
U,V

n∑
i=1

m∑
j=1

Iij(Wij(Rij − uT
i v))2 + γ(‖U‖2F + ‖V‖2F )

(23)

Note that parameters of all baseline methods are deter-
mined via cross validation. For DualRec, we set α = 1,
β = 0.1, γ = 0.1 and λ = 1 throughout the experiments.
More details about parameter selection for the proposed
framework will be discussed in the following subsections.
From results in the Table 2 and 3, we make the following
observations:

• In general, matrix factorization based recommender
systems outperform the user-oriented CF method and
this observation is consistent with that in [10].

• The proposed framework DualRec obtains better per-
formance than baseline methods based on matrix fac-
torization. We perform t-test on these results, which
suggests that the improvement is significant. These re-
sults indicate that incorporating the rater role of users
can improve the recommendation performance.

• The performance gaps between DualRec and MF with
respect to the size of the training set are shown in Fig-
ure 3. We observe that the improvement of the pro-
posed framework DualRec compared to MF increases
as the datasets become sparser, i.e., from 40% to 10%.
For example, the relative RMSE improvement of Du-
alRec over MF is 2.90% on Ciao when the training size
is 40% and increases to 10.06% when the training size
is 10%. Compared to MF, the proposed framework
is more robust to the data sparsity problem. These
observations suggest that exploiting the rater role of
users can mitigate the data sparsity problem for rec-
ommendation.

Via aforementioned analysis, we can draw an answer to
the first question - incorporating the rater role of users not
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Figure 3: The Performance Gaps Between MF and the Proposed Framework DualRec w.r.t. the Size of the
Training Set.

only can significantly improve the recommendation perfor-
mance but also can mitigate the data sparsity problem in
recommender systems.

4.3 Capability of Handling Cold-start Users
To answer the second question, we investigate the capa-

bility of the proposed framework DualRec in handling cold-
start users. In detail, we first randomly select x% as training
set and the remaining 1− x% as testing set where x is also
varied as {10, 20, 40}. Then, we randomly select 5% users
from the training set and remove their item ratings from the
training set to the test set. While the helpfulness ratings for
these 5% users are kept. In this way, these 5% of users do
not have any item ratings but may have helpfulness ratings
and we consider these 5% of users as cold-start users. For
those baseline methods that cannot handle cold-start users,
we randomly guess their item ratings for cold-start users.
The results on those training sets with cold-start users are
summarized in Table 4 and Table 5 for RMSE and MAE,
respectively. Note that numbers inside parentheses in Table
4 and Table 5 denote the performance reductions compared
to the performance without cold-start users in Table 2 and
Table 3, respectively.

From the tables, we make the following observations

• The performance of all methods degenerates when we
introduce cold-start users. For example, the perfor-
mance for MF decreases up to 5.75% in terms of RMSE
and up to 6.35% in terms of MAE.

• Compared to the baseline methods, the performance
degeneration of the proposed framework DualRec is
much smaller. As aforementioned, the proposed frame-
work can still learn user latent factors for cold-start
users by exploiting the rater role of users. These re-
sults support that the proposed framework can miti-
gate cold-start problems for recommendation.

In summary, the introduction of cold-start users could de-
grade the recommendation performance and the proposed
framework is relatively more robust to cold-start users by
incorporating the rater role of users.

4.4 Parameter Sensitivity
The proposed framework has two importance parameters

α and β, which together control the contributions of incor-
porating the rater role of users for recommendation. In this
section, we investigate the impact of the parameters α and
β on the performance of the proposed framework DualRec.
We only show results on Epinions and Ciao with 20% and
40% without cold-start users since we have similar obser-
vations with other experimental settings. We empirically
set the latent dimension K = 10, the regularization pa-
rameter γ = 0.1 and λ = 1. We vary the values of α as
{0.001, 0.01, 0.1, 1, 10, 100} and β as {0.001, 0.01, 0.05, 0.1, 0.5, 1}.
The results are shown in Figure4.

It can be observed from the figure:

• When we set α = 0 and β = 0, the proposed framework
DualRec boils down to MF. When we increase their
values to α = 0.001 and β = 0.001, we incorporate



Table 4: Performance comparison on Epinions and Ciao with 5% cold-start users in terms of RMSE. Note
that numbers inside parentheses in the table denote the performance reductions compared to the performance
without cold-start users in Table 2.

Dataset Training Size UCF WNMF MF QMF DualRec

Epinions
10% 1.3915(-4.47) 1.5899(-17.07) 1.3394(-2.46) 1.3296(-1.97) 1.2545(-1.68)
20% 1.3475(-6.59) 1.5415(-21.91) 1.2459(-2.16) 1.2387(-2.06) 1.1927(-1.01)
40% 1.3070(-8.78) 1.5347(-29.93) 1.1813(-3.62) 1.1746(-3.07) 1.1388(-1.62)

Ciao
10% 1.3035(-3.09) 1.6109(-22.70) 1.311(-3.60) 1.2879(-3.41) 1.1575(-1.66)
20% 1.2713(-3.92) 1.5519(-27.18) 1.2125(-4.06) 1.1956(-2.88) 1.1044(-1.14)
40% 1.2518(-6.55) 1.5404(-35.38) 1.1433(-5.75) 1.1338(-4.71) 1.0629(-1.24)

Table 5: Performance comparison on Epinion and Ciao with 5% cold-start users in terms of MAE. Note that
numbers inside parentheses in the table denote the performance reductions compared to the performance
without cold-start users in Table 3.

Dataset Training Size UCF WNMF MF QMF DualRec

Epinions
10% 1.1237(-3.70) 1.2091(-12.41) 1.0837(-3.07) 1.0754(-2.07) 1.0126(-0.30)
20% 1.0961(-8.68) 1.1484(-15.68) 0.9917(-2.47) 0.9859(-2.34) 0.9528(-1.21)
40% 1.0569(-4.60) 1.1123(-20.28) 0.9287(-4.02) 0.9203(-3.84) 0.9043(-2.85)

Ciao
10% 0.9747(-3.86) 1.1967(-15.90) 1.0494(-4.034) 1.0315(-3.69) 0.9238(-1.25)
20% 0.9658(-4.85) 1.1286(-18.53) 0.9556(-4.45) 0.9383(-2.43) 0.8692(-1.25)
40% 0.9582(-7.99) 1.1256(-26.27) 0.8892(-6.35) 0.8777(-5.54) 0.8317(-1.53)

the rater role of users for recommendation. In most
cases, the proposed framework with α = 0.001 and
β = 0.001 obtains much better performance than MF.
These results demonstrate the importance of the rater
role of users for recommendation.

• In general, with the increment of α (or β), the per-
formance tends to first increases and then decreases.
At certain regions, the performance is relatively sta-
ble. These patterns ease the parameter selection for
the proposed framework in practice.

• Most of the time, better performance is achieved with
relatively large values of α and small values of β. The
map matrix w in Eq. (10) is learned from both ob-
served item ratings and predicted item ratings, which
are controlled by α and β, respectively. Since observed
item ratings should be more reliable than predicted
item ratings, relatively large values of α and small val-
ues of β can lead to the learned w more accurate.

• Compared to α, RecDual is more sensitive to β. A
larger β tends to make the learned w overfit to pre-
dicted item ratings, which in turn leads to inaccurate
estimates of U and V.

• The parameters α and β have bigger impact on the
proposed framework DualRec when the training data
is sparse. When the training data is sparse, the pro-
posed framework relies on the rater role of users more
to learn U and V. These observations further suggest
the importance of the rater role of users for recommen-
dation.

5. RELATED WORK
In this paper, we investigate the duel roles of users for

recommendation; hence our work is related to traditional
recommender systems that exploit the reviewer role of users
from recommendation, as well as helpfulness rating predic-
tion, which investigates the rater role of users.

5.1 Recommender Systems
Recommender systems can be roughly categorized as con-

tent based recommender systems[1, 28, 17, 20] and collabo-
rative filtering[5, 23, 29]. Content based recommender sys-
tems recommend items based on user’s profile information or
similar to the ones the user preferred in the past, while CF
only requires past user ratings to predict unknown ratings
and has attracted more and more attention. Despite the
success of CF based recommender systems, most of them
only consider user’s role as reviewers but ignore their role
as raters[25, 16, 10, 4, 27, 2]. One challenge of traditional
recommender system is that the rating matrix is usually
very sparse, which degenerates the performance of many
recommender systems. To deal with the data sparsity prob-
lem, there are some recommender systems relying on ex-
tra sources to find similar users or similar items. For ex-
ample, [15, 14] utilize trust networks by assuming that a
user’s taste is similar to that of his/her trusted users; [4]
incorporates user and item graphs to a matrix factorization
framework, which captures user and item similarity; and [13]
explores heterogeneous relations for collaborative filtering.
Some algorithms also rely on building users profile[34, 19,
32]. For example, [34] uses initial interview process for cold-
start users. [19] constructs tensor profiles for user/item pairs
from their individual features. The proposed framework dif-
fers from aforementioned methods where we consider users’
dual roles in real-world recommender systems. Helpfulness
ratings encode users’ opinions on reviews of items; hence
they could be useful to infer users’ opinions on items. There-
fore, we propose to explicitly learn implicit item ratings from
helpfulness ratings, which not only captures the rater role of
users in recommendation but also has potentials to mitigate
the data sparsity and cold-start problems in recommenda-
tion.

5.2 Helpfulness Rating Prediction
The rater role of users allows them to express their opin-

ions on reviews about items via helpfulness ratings, and
helpfulness rating prediction has attracted increasing atten-
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Figure 4: Parameter Sensitivity of DualRec w.r.t to α and β

tion recently to understand the rater role of users. [3, 31,
11, 26, 12]. [3] estimates the helpfulness of product reviews
by mining text and reviewer characteristics. [26] predicts
helpfulness ratings by incorporating the context of reviews
and social networks. [12] uses multilayer perceptron neural
networks to predict online reviews. Despite various mod-
els proposed to predict helpfulness ratings, there’s few work
about using helpfulness ratings for recommendation. [21]
uses helpfulness rating to measure the quality of the review
and then uses the quality score as a weight to control the ma-
trix factorization model. In other words, it uses helpfulness
ratings of reviews to indicate the reliability about their asso-
ciated item ratings; while the proposed framework explicitly
models how to learn implicit item ratings from helpfulness
ratings. Therefore, the proposed framework is substantially
different from [21] - (1) the investigation perspectives are
different; (2) the proposed formulations are different; and
(3) the proposed framework has potentials to mitigate the
data sparsity and cold-start problems by incorporating the
rater role of users.

6. CONCLUSIONS
In this paper, we investigate users’ dual roles, i.e., review-

ers that give item ratings and raters that give helpfulness
ratings, to advance traditional recommender systems since
the vast majority of existing recommender systems only con-
sider the reviewer role of users. To incorporate the rater role
of users, we study how to learn implicit item ratings from
helpfulness ratings and how to exploit the dual roles simul-
taneously for recommendation, which lead to a novel recom-
mender system DualRec. Experimental results show that
the proposed framework outperforms several state-of-the-art
recommender systems. Further experiments are conducted
to demonstrate the capability of the proposed framework
in mitigating the data sparsity and cold-start problems for
recommendation by incorporating the rater role of users.

There are several interesting directions that need further
investigation. First, in this work, we choose matrix factor-

ization as our basic model to incorporate the rater role of
users, and we would like to investigate other basic models.
For example, one new direction in recommender system is to
explore implicit hierarchical structures of users and items by
using deep non-negative matrix factorization[30]. We would
investigate if user duel roles can be incorporated into that
model. Second, for effectiveness, we choose linear regres-
sion to infer implicit item ratings from helpfulness ratings;
we will investigate if other models can improve the perfor-
mance. Since social networks are pervasively available in
social media and provide independent sources for recom-
mendation, we would like to investigate if social networks
can be utilized to advance the implicit item rating learning
process.
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