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Abstract
Recently, researchers have made a number of tremendous advancements in AI capabilities. However,
I will show that the fixed financial cost of making such advancements is high, and further, so are the
recurring energy costs. As a result we see “AI haves and have nots” with wildly differing amounts of
power between these two groups. This means our research community needs to carefully consider the
role XAI has in mediating communication between stakeholders in the face of such an important power
dynamic. This paper aims to engage that process, examining the current state of affairs through a variety
of lenses, and then identifying some promising ideas for the future.

Keywords
Explainable AI, Social Aspects of AI, Social Aspects of Explanation

Introduction
This paper considers each of the following in
turn: (1) What does AI cost to setup/scale?
(2) What does energy to run hardware for AI
cost? (3) As a result of 1 and 2, who is getting
left behind? (4) What’s the alternative?

Explanation’s role largely appears in the
third question, where I argue that as a down-
stream consequence of inequity of access to
AI, explainable AI will suffer a similar fate.

1. What does AI cost to
setup?

A lot. According to the 2020 State of AI Re-
port [1], Microsoft-backed OpenAI likely spent
more than $10M training GPT-3, a state-of-
the-art natural language processing system.
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In justifying the decision to release as a com-
mercialized API rather than open-source, Ope-
nAI states (underlining added for emphasis):

...many of the models underlying the API
are very large, taking a lot of expertise
to develop and deploy and making them
very expensive to run. This makes it hard
for anyone except larger companies to
benefit from the underlying technology.
We’re hopeful that the API will make pow-
erful AI systems more accessible to smaller
businesses and organizations.” [2]

To cite another example, while AlphaZero
only requires 30 hours [3] of training (using
massive parallelism) to achieve a skill level
exceeding the version of AlphaGo that de-
feated Go master Lee Sedol1, the journey to
the destination was not so cheap. Wired re-
ported an estimate2 that duplicating the train-
ing time of the experiments leading to that

1Lee Sedol would go on to retire, stating “Even if I
become the number one, there is an entity that cannot be
defeated.” [4].

2While the underlying source is not necessarily
reputable—a blog post [5]—they present the full chain
of reasoning to arrive at this cost.

mailto:dodgej@oregonstate.edu
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


model would cost $35M [6]. Medium [7] ar-
rives at a lower estimated cost to train the
more complex AlphaStar—$12M—but that es-
timate is just to replicate the final agent(s),
and does not include formative experiments.
Of note, part of these cost estimates include
renting time on proprietary Tensor Process-
ing Unit (TPU) hardware [8], so the internal
costs to DeepMind would be lower than the
estimates presented here. Of additional note,
the Wired article [6] opens with scary points
about how much money DeepMind has lost
(more than $1B in 3 years), and develops an
argument about how these steep losses may
chill investment in AI research.

One might expect high costs to yield effec-
tive solutions, if not viable products. How-
ever, in the face recognition market, IBM, Mi-
crosoft, and Amazon have retreated (at least
temporarily), potentially abandoning their in-
vestments. To understand why, here are ex-
cerpts from each of their public statements:

“IBM no longer offers general purpose IBM
facial recognition or analysis software.
IBM firmly opposes and will not condone
uses of any technology, including facial
recognition technology offered by other
vendors, for mass surveillance, racial pro-
filing, violations of basic human rights
and freedoms, or any purpose which is
not consistent with our values and Prin-
ciples of Trust and Transparency.”

—Dr. Arvind Krishna, IBM CEO, June 8,
2020 [9]

“We’re implementing a one-year mora-
torium on police use of Amazon’s facial
recognition technology. ... We’ve advo-
cated that governments should put in place
stronger regulations to govern the ethi-
cal use of facial recognition technology,
and in recent days, Congress appears ready
to take on this challenge. We hope this
one-year moratorium might give Congress

enough time to implement appropriate
rules, and we stand ready to help if re-
quested.”

—Amazon Staff, June 10, 2020 [10]

“But I do think this is a moment in time
that really calls on us to listen more, to
learn more, and most importantly, to do
more. Given that, we’ve decided that we
will not sell facial recognition to police
departments in the United States until
we have a national law in place grounded
in human rights that will govern this tech-
nology.”

—Brad Smith, Microsoft President, June
11, 2020 [11]

These rich and powerful companies seem to
feel facial recognition is presently too legally
and/or ethically thorny for at least some ap-
plications, e.g. law enforcement. Or possi-
bly it is too difficult to do with sufficient ro-
bustness using current techniques and data,
as indicated by findings like the following,
from Buolamwini et al., “All classifiers per-
form worst on darker female faces (20.8%-34.7%
error rate)” [12]. Either way, how can one
imagine similarly large problems as tractable
for organizations with smaller budgets, de-
velopment teams, and legal departments?

So what if one wants to do something on
a smaller scale, by purchasing a GPU? Tim
Dettmers, currently a PhD student at Univer-
sity of Washington, has hosted a benchmark
comparison of various cards since 2014. The
September 2020 revision3 recommends RTX
3080 or RTX 3090 [14], which has a retail price
of around $700. In his post’s TL;DR advice, he
offers the following:

I have little money: Buy used cards.
Hierarchy: RTX 2070 ($400), RTX 2060

3Notably, this revision was made in the middle of
the pandemic, and prices have gotten much worse since,
if one can even find a card to purchase [13].



($300), GTX 1070 ($220), GTX 1070 Ti
($230), GTX 1650 Super ($190), GTX 980
Ti (6GB $150).

While this may not sound like a lot of money
to some readers, as we will see in Section 3, it
is for many people. Unfortunately, this does
not even include the cost of the rest of the
computer (e.g. motherboard, CPU, peripher-
als for I/O). Nor does it account for energy to
run the system.

2. What does energy to run
hardware for AI cost?

A lot. According to NVIDIA’s tech specs, the
RTX 3080 mentioned earlier consumes 320W
by itself, thus requiring at least a 750W power
supply for the full system [15]. A full break-
down of recommended power supplies for CPU
plus GPU pairings comes courtesy of ASUS,
shown in Figure 1. Note that the upper diag-
onal has power draws that are twice those in
the lower diagonal, and that the newest gen-
eration of GPUs use much more power than
previous generations.

So now armed with estimates of power con-
sumption required by some relevant hardware,
next we investigate length of training times:

“[After starting with 64x64 images] ...we
have ramped up to bigger images, it takes
a while, it takes 2-3 days to train a GAN.
We don’t do grid search, but even ran-
dom search you still need to train 12 mod-
els times however many configurations
you have, so it really adds up.”

—Dr. Sasha Luccioni, Postdoc in AI for
Humanity [17]

Notably, the GAN Dr. Luccioni refers to is
intended to visualize climate change effects,
so training efficiency is of particular concern
to her. Further, generating one production

model requires a great deal of prior experi-
mentation. To illustrate, Hill et al. report:

“All 7 Interview #2 respondents reported
evaluating the model to be a long, ardu-
ous process, in which participants itera-
tively refined the model through changes
to parameters, training data, and so on.
They did these iterations using an evaluate-
fix-evaluate cycle that often required many
changes, sometimes even sending the par-
ticipants back to earlier steps...” [18]

To illustrate the length of training times
needed for certain challenge problems, dur-
ing AlphaStar’s demonstration matches against
professional StarCraft II players, one of its
creators made the following remarks:

“The league here was run for about a
week... 7 days of real time is actually
longer in StarCraft, as Tim was saying
we got a binary that can run the game
much faster. So the most experienced agents
we see today have played about 200 years
of StarCraft II.”

—Dr. Oriol Vinyals, Research Scientist at
Deepmind [19]

As a sidenote, the league used to train the
agent pool contains a few hundred agents,
with Vinyals et al. [20] stating “During league
training almost 900 distinct players were cre-
ated”. Consider the Cartesian product involved
with these numbers: 900 agents × 200 years
× 525600 minutes/year × 280 actions/minute
≈ 26.5 trillion actions selected4. To produce
the huge quantities of floating point opera-
tions to do this (and the necessary experi-
mentation to devise the final training process),
it is important to realize that processes like

4Action per minute (APM) estimate is based on data
presented in [19]. The rest of the numbers used in this
estimate are natural constants or from quotes earlier in
the paper.



RECOMMENDED	PSU	TABLE	

NVIDIA	GPU	-	Ampere	Series
Intel	I5	AMD	Ryzen5 Intel	I7	AMD	Ryzen7	 Intel	I9	AMD	Ryzen9	 Intel	HEDT	AMD	ThreadRipper	

RTX	3090	 750W 750W 850W 1000W

RTX	3080	 750W 750W 850W 850W

RTX	3090	 650W 650W 750W 850W

RTX	3090	 550W 650W 750W 750W

Turing	Series	
Intel	I5	AMD	Ryzen5 Intel	I7	AMD	Ryzen7	 Intel	I9	AMD	Ryzen9	 Intel	HEDT	AMD	ThreadRipper	

RTX	2080	TI 650W 750W 750W 850W

RTX	2080	Super 650W 650W 750W 850W

RTX	2080 650W 650W 750W 850W

RTX	2070	Super 550W 650W 650W 750W

RTX	2070 550W 650W 650W 750W

RTX	2060	Super 550W 550W 650W 750W

RTX	2060 550W 550W 650W 750W

GTX	1660	TI 450W 450W 550W 650W

GTX	1660	Super 450W 450W 550W 650W

GTX	1660 450W 450W 550W 650W

GTX	1650	Super 450W 450W 450W 550W

GTX	1650 450W 450W 450W 550W

Please	refer	to	the	recommended	PSU	table	as	below.	It	indicates	clearly	on	the	power	by	GPUs	and	corresponding	

CPUs.	We	hope	this	information	help	you	choose	the	right	power	supply	units	based	on	your	components.	

Figure 1: (Source: ASUS [16], redrawn for better printing) Recommended power supply wattage for
different CPU+GPU combinations. Note how much power new generation components draw when
compared with even recent generations of hardware by comparing down columns (basically adds
100W across the board, up to 300W).

these will involve running many large capac-
ity servers for long periods of time.

Unfortunately, it is hard to know the en-
ergy costs of many AI systems because of ob-
scured costs:

“It’s really really hard to quantify ex-
actly how much energy you are consum-
ing when training a neural network be-
cause often it is on the cloud, or you are
sharing a GPU with others...”

—Dr. Sasha Luccioni [17]

Google’s proprietary TPU obscures these costs
further because its power consumption is un-
known as of the time of this writing, but es-
timated at 200-250W by [21].

Training on the cloud has advantages be-
yond convenience, but first some context:

“Depending on the grid you are connected
to, you know the energy mix of the grid...
Like in the U.S. there’s, I don’t know, 20-
30 grids, some are really clean, and some
are really coal based... So depending where
[your training] is, your carbon emissions
can vary up to 80x.”

—Dr. Sasha Luccioni [17]

So, in effect, if one’s local grid runs on coal,
training on the cloud might be a way to get
long-running processes onto a cleaner grid,
e.g. one running on hydro power. To do so,
all that would be needed is to build data cen-
ters near power plants, particularly clean ones.
Note that this is already under proposal in
some localities (e.g. [22]).

However, training on the cloud also has



a major drawback—obscured costs. Previous
research in resource consumption awareness
by Strengers found that people struggle to
understand resource management units, pre-
ferring visual analogs, e.g. buckets of wa-
ter [23]. For water, the hard-to-understand
flow rate (e.g. gallons/min) has an easy-to-
understand volume analog (gallon)5. Contrast-
ingly, both electricity’s flow rate unit and “vol-
ume analog” are hard to understand (e.g. watt
and watt hour, respectively). While most un-
derstand that kilowatt hours appear on power
bills to measure payment, few can conjure a
visual or describe the meaning of the term.

All of this is to say that electricity con-
sumption habits and their consequences are
already obscure due to the nature of electron
flow, and adding another layer of obfuscation—
the cloud—makes it even harder to observe:
1) that consumption is occurring, 2) how much,
and 3) the consequences of consumption. So
what results from these factors? Inefficient
consumption is a common result, i.e.:

“It’s a problem in deep learning nowa-
days, ‘Your model is not doing well?’ ’Train
on more data. Add more layers.’ People’s
reflexes are essentially bigger, more... Peo-
ple who have been around in the field for
a long time... their first reflex is NOT
get more data, it is: ‘Have you looked at
your model? Have you figured out what
it is doing? Do you know what is go-
ing on in these layers? Are you sure you
have the right learning rate?’ ... more
about the fundamental stuff, whereas nowa-
days its like ‘Throw more data at it’...
because we can.”

—Dr. Sasha Luccioni [17]
5To illustrate the difficulty of actually perceiving

flow rates, consider the following (thought) experiment:
Turn on your faucet a little bit so that the water is going
right down the sink. Then, note the visual appearance,
open the faucet more, and compare. Fairly large flow
rate changes will look essentially the same until the wa-
ter stream gets much wider or starts to roil.

3. Who is getting left
behind in this?

Most everyone. A pre-pandemic survey by
Pew found:

“61% of Americans say there is too much
economic inequality in the country to-
day... For those who say reducing in-
equality should be a government prior-
ity, large majorities point to unfair ac-
cess it affords the wealthy and limits it
places on others.” [24]

Since that study, equality of access has not
improved. In a July 2020 publication (sur-
vey dates March 28 and April 4) by Bartik
et al., small-businesses “reported having re-
duced their active employment by 39% since
January.” [25]. While there is a depth of re-
search on wealth/income inequality6, these
will suffice to illustrate the point: Many busi-
nesses (and individuals) are priced out of AI,
so are therefore priced out of XAI. This point
is crystallized by Andreas Madsen, who first
published as an independent researcher [27]
but is now a PhD student at Université de
Montréal, Mila. When asked to describe why
he recommended that researchers avoid re-
searching independently, as he just had done:

“If you just want to develop machine learn-
ing, like in industry, and you don’t want
to do anything novel, you can do that in-
dependently... But if you want to do re-
search, if you want to develop new meth-
ods, this is a really hard field to do it in,
because you need huge computational re-
sources that you are not gonna have.”

—Andreas Madsen [28]

We have argued previously [29] that, “ex-
planations are not just for people to understand

6To the reader interested in these topics, I recom-
mend [26], or the papers to which they respond.



the ML system, they also provide a more effec-
tive interface for the human in-the-loop...”. If
one considers that the explanation originator
is an AI-enabled entity, they are likely a bil-
lion dollar company. On the other side of the
explanation interface, if the explanation con-
sumer is a member of the general public they
are likely to be much poorer. Thus, XAI tech-
niques mediate the interaction between two
entities with a very lopsided power dynamic.

As a result of this power dynamic, the rich
entity possessing the AI-powered system has
an inherent conflict of interest. Consider four
stakeholders7: Rich Uncle Pennybags (the char-
acter in the Monopoly game), Jon the XAI
scientist, Alice the small business owner, and
Joe on the street. While these various people
have varying roles in the creation and con-
sumption of explanations, Rich Uncle Penny-
bags is the only one with substantial power,
and his incentive is to help himself econom-
ically. Critically, this leads to incentives that
may conflict with the goals of explaining. For
example, instead of explaining transparently,
Rich Uncle Pennybags might harness expla-
nations to protect the brand or to increase
sales by omitting particular kinds of informa-
tion. The analogy I would draw is that be-
tween peers, “Because I said so” would not be
considered an acceptable explanation—though
it might be as the power dynamic grows more
lopsided (e.g. a boss might say that to their
employee, or a parent to their child).

To illustrate the potential lopsidedness of
power dynamics in XAI as interface, consider
two scenarios. The first is a simple thought
experiment: Imagine a median income wage-
earner (e.g. Joe on the street) gets denied for
a bank loan by an AI-powered system created
by Jon the XAI scientist, on behalf of Rich
Uncle Pennybags. As the would-be loan re-

7This exercise is similar to the approach found in
Ehsan et al’s work, [30, 31], where they break down ex-
plainability as a socio-technical phenomenon focusing
on who is doing what, when, and why.

cipient consumes the explanation that they
may have the right to receive in some juris-
dictions, they will be attempting to under-
stand the arcane decisions of an organization
with power over them. While doing so, the
user may suspect the service provider is just
hiding behind the AI and/or its explanation.
This is a dark pattern, described as “obstruc-
tion” by Chromik et al. [32]. Concerns sur-
rounding abuse of dark patterns (intentional
or otherwise) seem particularly pertinent given
how many of the big AI players have previ-
ously been sued (or are currently being sued)
for various anti-competitive practices. The
list has grown to include (chronologically):
IBM [33], Microsoft [34], Google [35], and8

Facebook [37].
The second illustration comes from a dis-

cussion between TWIML/AI host Sam Char-
rington and guest Dr. Michael I. Jordan, a dis-
tinguished professor at UC Berkeley. There
are two important aspects of this conversion
(emphasized with boldface):

Jordan: “If you use my data, then that’s
ok with me if you use it and I get value
out of it, if you pay me in some sense for
using my data. In particular, a travel
agent is a person who makes travel plans
for lots and lots of people, and they get
better and better at it over the years. ...
So a system that does that, partially
anonymizes me but that builds up expe-
rience dealing with people like me, then
I kinda know what I’m getting. ... The
medical system, you treat me and it works,
I want it to be available to you tomorrow,
I don’t want to protect that data.”

Charrington: We think about AI in the
context of this digital divide and there
will be communities that will be left be-

8As of the time of this writing, lawsuits against Ap-
ple and Amazon have not been announced, though they
were also involved in a recent congressional hearing on
antitrust [36].



hind because they don’t have ready ac-
cess to AI technology. But the travel agent
example makes me think that in a lot of
ways, its like a human divide, in a sense,
that we need to worry that the knowl-
edge of humans is going to be commodi-
tized into these computational systems,
like AIs ... It gets really scary if its medicine,
for example, where the masses are be-
ing treated by the commoditized robot
doctors but only the select few can speak
to an actual human doctor.” [38]

4. Whats the alternative?
So it seems the (X)AI community hurtles to-
ward a future where few can afford industry
scale, with most relegated to toy problems.

4.1. Possible answer 1: Futurism
In their book9, “Why Can’t We All Just Get
Along?: How Science Can Enable A More Co-
operative Future”, authors Drs. Christopher
Fry and Henry Lieberman offer a possible fu-
ture paradigm “Makerism” in which every-
one “owns their own means of production” [39].
They envision the advent of 3-D printing tech-
nologies, combined with advances in program-
ming, energy generation, and materials recy-
cling as enabling such a future.

A similar argument appeared in a recent
Wired article entitled “Want a More Equitable
Future? Empower Citizen Developers”. Au-
thored by Microsoft CEO Satya Nadella and
Harvard Professor Dr. Marco Iansiti, the ar-
ticle argues, “Tools from cloud computing to
AI should be in the hands of every knowledge
worker, first-line worker, organization, and pub-
lic sector agency around the world.” [40]. How-
ever, these optimistic visions do not seem to

9I recommend this book highly, and hope the reader
shares my appreciation for its game theoretic framing,
via both prisoners dilemma and ultimatum game.

sufficiently address or resolve the existing eco-
nomic imbalances described earlier.

4.2. Possible answer 2: Emerging
Hardware/Software
Architectures

While XAI is usually considered a software
problem:

“It is important to understand that the
reason why ML applications have received
so much attention and widespread usage
is because of the hardware.”
—Dr. Diana Marculsecu, Chair of the ECE

Department at UT Austin [41]

This paper already touched on the TPU archi-
tecture briefly, and it seems like they might
be more power efficient than GPUs. But what
other hardware might be possible? Dr. Mar-
culsecu argues for a co-design process between
software and hardware, which requires:

“...the ability to characterize neural net-
work architectures, or perhaps compo-
nents thereof, in terms of the time it takes
to process those things, the energy or power
it takes, and maybe come up with a joint
metric that characterizes their energy ef-
ficiency or latency, per correct inference.”

—Dr. Diana Marculsecu [41]

On the software side alone, a number of re-
searchers are working to reduce power con-
sumption. One reason this is necessary is that
sometimes data must be processed on mo-
bile devices which impose stiff constraints on
computing and battery resources, e.g. for pri-
vacy and security reasons10. To take a sin-
gle example, Bejnordi et al. propose a “chan-
nel gating” technique, in which the network

10Unfortunately, while each mobile device or IoT
widget might consume very little power individually,
these devices are so prevalent that collective energy costs
will accumulate quickly due to the law of large numbers.



should learn when and which parts of the net-
work can be short circuited [42]. Thus, re-
searchers can train large capacity networks
more efficiently, because, “...there is no reason
to compute features that help differentiate be-
tween several dog breeds, if there is no dog to
be seen in the image.” [42].

Setting aside novel techniques, there are a
wide variety of classical techniques that are
generally considered to be more frugal than
deep learning (e.g. random forests or Bayesian
networks). However, since deep learning tech-
niques currently dominate performance leader-
boards, some of the cheaper techniques have
fallen out of favor. Perhaps given hardware
that can execute these architectures more ef-
ficiently they could be competitive?

4.3. Possible answer 3:
Consumption Awareness
and Disclosure

To raise awareness, many researchers are try-
ing to make it easier for AI practitioners to
estimate costs, both in terms of money and
carbon footprint. Recent work by Strubell et
al. [43] provides estimates of costs to train
various benchmark models (see their Table
3). However, what if one has a custom model
that differs from the benchmark designs by
a great deal? Recent work by Cai et al. [44]
aims to build predictive models capable of re-
turning “Detailed power, runtime & energy, with
breakdowns” given a convolutional neural net-
work (CNN). Similar in spirit, Lacoste et al.
recently proposed the “Machine Learning Emis-
sions Calculator” [45], which provides a nice
set of action items for individuals11.

Last, when discussing energy consumption,
one cannot overlook “sample efficiency”. Kevin
Vu [47]’s Table 2 explains this by illustrating

11If the reader wishes to engage in some AI research
in the climate change space, I recommend [46], as they
attempt to identify a variety of research gaps.

that lower wall clock time to solve does not
always coincide with the fewest iterations,
because various techniques require different
amounts of time per iteration. The spirit of
this branch of research is well encapsulated
by a discussion section question of Hender-
son et al., “How much is your performance gain
worth? Balancing gains with cost” [48].

4.4. Possible answer 4: Ethics
training and practice among
AI creators:

Failing any advances in equitability, improv-
ing the foresight of AI practitioners is a good
second best.

“We are creating all kinds of artifacts,
including social networks, that look fun...
but it has turned out to not be so great
in various ways... So a field that builds
those systems should also be aware of
the consequences of building that.”

—Dr. Michael I. Jordan [38]

Possibly to similar ends, ACM revised its
code of ethics in 2018 [49]. The first bullet
point in the code is, “Contribute to society and
to human well-being, acknowledging that all
people are stakeholders in computing.” Unfor-
tunately, not all practitioners fully engage with
these concepts:

“How do you know the unknowns that
you’re being unfair towards? [...] You
just have to put your model out there,
and then you’ll know if there’s fairness
issues if someone raises hell online.”

—Participant R7, Software Engineer [50]

4.5. Possible answers 5+: Choose
your own adventure!

Plenty of ideas went unexplored here, which
do you find promising, dear reader?
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