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Preparing information systems for the 2000 date rollover was generally regarded solely

as a necessary and costly endeavor. In the popular media [2] and industry press [1], the

focus was almost exclusively negative, and reports generally addressed the Y2K issue as

an operating cost organizations had to bear. Few discussions addressed the long-term

organizational advantages to be gained from this experience [8], or the opportunity

Y2K preparation presented for an organizations. 

In this article, we address these shortcomings
by detailing the gains achieved in the U.S. Com-
bined Forces Command (CFC). Our experience
suggests additional benefits can be gained from
Y2K costs—which exceeded $3 trillion world-
wide [2]—by using the experiences of Y2K test-
ing to develop a method to improve an
organization’s information technology systems. 

Our experience is applicable outside of a mil-
itary setting. CFC’s need for continual operation

is also shared by commercial corporations in the
financial and public utility sectors, as well as
mass transportation hubs, such as international
airports and shipping centers. Also, CFC resem-
bles a large, multinational corporation in that it
has several information management systems
(IMSs), and it operates in an environment that
relies on support systems from multiple coun-
tries for infrastructure and basic processes.

In addressing the Y2K issue in the Republic of
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Korea (ROK)/CFC,  we identified organizations with
whom CFC must communicate mission-critical
tasks, and the IMSs needed to accomplish these tasks.
Through this process, CFC gained valuable knowl-
edge concerning its operational information systems
architecture. The organization now has both a base-
line and systematic methodology available to improve
its IMS. With a vision of the organization’s desired
information technology end state, this baseline and
methodology permit us to prepare a road map of how
to get there. 

Y2K Operational Evaluation
The organization of the CFC is complex, as the U.S.
has maintained a significant military presence in sup-
port of its partnership with the ROK for over 50
years. U.S. military forces in Korea include an Army
division, two Air Force wings, Navy and Marine ele-
ments as well as a Theater Army Area Command,
and several supporting units. The ROK fields the
largest contingent of forces in the CFC, with over

650,000 men and women in uniform [5]. Each CFC
subcommand has its own organization for daily
operations, but operate under the CFC commander
during combined exercises and times of crisis. 

While the CFC military organization may seem
formidable, the North Korean military is significantly
larger. Estimates place the number of North Korean
forces at over one million [9], including significant
numbers of tanks, special operations units, and a stag-
gering number of artillery pieces. Faced with this
numerically superior force, CFC depends on reliable
information systems to ensure the efficient and effec-
tive concentration of firepower, and communications
to facilitate command and control within the organi-
zation. The mere possibility of a Y2K-related issue
rendering any of these systems inoperative is unac-
ceptable. Therefore, CFC set out to ensure its mission-
critical information technology systems would
continue to operate successfully in a Y2K environ-
ment by conducting an operational evaluation (OPE-
VAL).
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Figure 1. Fabricated bit path for a targeting mission thin line.
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CFC faces a very real threat from North Korea.
During the OPEVAL time frame, a dispute between
North Korea and the ROK regarding non-OPEVAL
related territorial issues resulted in armed confronta-
tion in the Yellow Sea. Approximately 30 persons died
during the altercation [7]. Although improving, the
tensions between North Korea and South Korea
remain strained by the North Korean policy of brinks-
manship, and its long-range missile program [6].

OPEVAL Design
CFC conducted a Y2K OPEVAL to ensure CFC
could accomplish critical missions in a Y2K envi-
ronment. To meet this goal, we first identified the
critical tasks and the information systems support-
ing these tasks. From a systems view, our Y2K issue
involved continuity of operations and interoperabil-

ity. The individual systems involved were Y2K certi-
fied prior to the OPEVAL.

In identifying critical tasks, two documents were
examined: the Universal Joint Task List (UJTL), and
the Command’s Joint Mission Essential Task List
(JMETL). The UJTL and the JMETL are standard
documents that outline multi-service missions CFC
must be able to accomplish. We also examined guid-
ance on systems cited as critical in the Joint Chief of
Staff (JCS) OPEVAL guidance [4], including Com-
mand, Control, Communications, Computers, Intel-
ligence, Surveillance and Reconnaissance (C4ISR),
and weapon control systems. Looking at actual IMSs
involved in our major training exercises, we identified
the same general categories of systems. CFC contin-
gency plans were also vital in this process.

We immediately realized there were more missions,
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Figure 2. Portion of a fabricated MSEL showing time, events, and product flow.
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corresponding tasks, and underlying systems than we
could possibly evaluate given temporal and financial
constraints. Taking comfort from JCS guidance that an
exhaustive testing policy is not possible [4], we set out
to reduce our pool of tasks and systems by first exam-
ining missions, tasks, and systems that other organiza-
tions had evaluated. Where the mission, task, and
systems were identical, we determined we could rea-
sonably mitigate our testing and concentrate on the-
ater-unique critical tasks and systems evaluations. 

Even after these considerations, our task list needed
further refinement. We invited the CFC staff and
component representatives to help cull the JMETL
tasks to those considered most significant. The staff
also categorized tasks into the framework and num-
bering schema of the UJTL. This facilitated task
tracking, and helped us assess the impact of any
potential degradation in task performance. Fine-
tuning and elimination of redundancy eventually 
narrowed our task number to 15. All components
agreed these tasks were critical to the accomplishment
of CFC’s missions. 

The 15 tasks were categorized into one of seven
general mission areas: command and control, airspace
coordination, intelligence, artillery counterfire, delib-
erate targeting, tasking order dissemination, and the-
ater missile defense. We related each task to a “thin
line,” the minimum number of integrated systems
needed for execution [3, 4]. Each thin line generically
represents a single path on which critical information
flows from one element to another in order to accom-
plish a task. 

To fully test the thin lines, all IMSs that supported
these tasks needed to be in the OPEVAL. The OPE-
VAL would concentrate on systems from end user to
end user, or in military terms, from the foxhole to the
headquarters and the headquarters back to the foxhole.
We eventually identified 33 information systems that
supported our 15 thin lines. Collectively, these systems
represent the critical C4ISR architecture for CFC.

We then set out to determine how to evaluate our
thin lines of systems. Naturally, in order to simulate a
Y2K environment, the clocks would have to be
advanced on each component in all the thin lines of
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Figure 3. OPEVAL schedule by day and time.
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systems. The critical midnight crossings to be evalu-
ated were 31 December 1999 to 01 January 2000, 28
February 2000 to 29 February 2000, and 29 Febru-
ary 2000 to 01 March 2000. The effect of the clock
roll would then be gauged relative to a baseline assess-
ment conducted prior to the simulated Y2K environ-
ment.

We eventually decided to utilize an evaluation
methodology that involved sending actual message
traffic (products) through the thin lines of systems
during critical tasks execution. In some cases, due to
operational considerations, we resorted to shadow, or
parallel, systems to minimize any potential negative
impacts on systems that supported critical real-world
command and control. At each processing compo-
nent along the thin line, the
products would be captured
and examined for complete-
ness, accuracy, and timeliness.
These were our measures of
performance. Using these mea-
sures, we could assess the thin
line for possible Y2K degrada-
tion during clock rolls.

The end-to-end evaluation
of each thin line required
detailed planning by the CFC
staff and the subordinate com-
mands. Both ROK and U.S.
IMSs were incorporated to
accurately reflect the critical
tasks, functions and methods
by which missions in the CFC
are accomplished. We employed product inputs and
associated outputs using realistic tasks and message
traffic to evaluate the systems within the theater in the
OPEVAL-simulated Y2K environment. 

The next step was to determine the configuration
of the thin lines of systems down to the individual
components. This was no easy chore given the com-
plexity of the systems. With so many interfacing sys-
tems within many different organizations, no single
point of contact knew the complete configuration of
all systems supporting each task. Naturally, an accu-
rate system configuration was necessary to determine
where we needed to collect the products along each
thin line.

To provide this level of detail, we developed what
we call the bit path for each of the 15 thin lines. The
bit paths identified the exact flow of products from
end user, through every component, to end user. Once
the bit paths were developed, we could identify exactly
what products were needed and where they needed to
be captured for evaluation. This bit path configuration

was gathered in many cases by actually “walking” the
thin line. We then diagrammed these bit paths. A sam-
ple bit path—minus specific locations, units, and soft-
ware applications—is illustrated in Figure 1. 

The bit path diagrams depicted how the systems’
product flow occurred while a task was being exe-
cuted or evaluated. The bit path diagrams also identi-
fied system name, location of components, data
collection points, products to be captured, and the
process to follow in capturing products during the
course of evaluating the thin line. Bit paths were crit-
ical to the successful planning and execution of the
evaluation because of multiple one-to-many relation-
ships within the thin lines of systems. Each mission
could involve more than one thin line, each thin line

could involve more than one
task, and each task could transit
more than one system. 

We developed a Master Sce-
nario Events List (MSEL) to
serve as the primary OPEVAL
control mechanism. The MSEL
integrated the activities and cor-
responding product flow of thin
lines into a single test string,
allowing for near-simultaneous
testing of all systems. The
MSEL events and product flows
were representative of real-world
operational conditions and
stimulated the flow of products
and messages across the 15 thin
lines and through the systems

being evaluated in the simulated Y2K environment. A
portion of a MSEL is shown in Figure 2.

The complete MSEL was a chronological set of
253 steps detailing all actions and data captures
required to validate the thin lines. An execution
through the complete MSEL cycle required three
hours, with 10 iterations of the MSEL cycle required
during the OPEVAL to evaluate the thin lines for all
critical date-time crossings and baseline runs. As a
result of this process, a total of 2,820 products were
captured for analysis.

With this number of products, we needed to
design a mechanism for cataloging and storing the
products to facilitate analysis. We developed an 11-
digit filename convention that would uniquely iden-
tify each of the 2,820 products. Two digits
represented the location, two digits represented the
thin line, four digits represented the scheduled time
of the event, one digit represented whether the item
was a transmitted or received product, and the final
two digits represented the scenario run designation.
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The majority of the planned product captures con-
sisted of soft copy screen saves. When this was not
possible, a hardcopy was printed, or a digital camera
was used to take a picture, and these were then
scanned or converted into the format of the central
repository. 

We developed an OPEVAL product directory
structure with subdirectories based on the day, sce-
nario run, site, and functional cells. We created the
file names and generated default files, and placed
them in the appropriate directory folders. At each data
collection point in the MSEL, the product code was
also provided as a reference (see Figure 2, column File-
name Code). The operator only had to go to the right
day, run, site, and functional cell in the directory
structure, click on the file name associated with the
specific event, and then paste the contents of the
screen into the file and save it. This process minimized
the likelihood of an error in the product file name. It
also served to better capture and organize the products
for subsequent OPEVAL analysis. 

OPEVAL Implementation
The OPEVAL execution phase lasted nine days. Day
one was used to verify the operational configuration,
ensure the systems were functioning properly, and
conduct a rehearsal of the data collection and analy-
sis process. 

Day two was devoted to creating a baseline to
establish a performance reference point for each thin
line. This performance baseline was used to compare
follow-on evaluations of performance observed dur-
ing the Y2K operations and assessment phase. 

Days three through five of the operations phase
involved the primary Y2K evaluation of systems and
tasks in the simulated Y2K environment. Thin line
evaluations and the MSEL cycle were accomplished
twice during this period for each of the three critical
midnight crossings. These tasks were executed in a
scenario that simulated the real-world environment as
closely as possible.

Day six was used to assess the need for regression
testing and to prepare the systems needed for a special
evaluation of satellite communication systems. 

Days seven and eight of the OPEVAL represented
a condensed version of the previous runs but only
involved assessing alternate communication paths to
U.S. Navy components and one portion of the missile
defense thin line. 

Day nine was the recovery phase when clocks on all
systems were reset to current day and time, and the
operators were required to demonstrate normal log-on
and operational procedures. These checks were neces-
sary to ensure the systems were properly operating

after the series of Y2K assessments and clock rolls.
Data organization and analysis was also started during
this phase with the collection, cataloging, and review-
ing of the products. The overall OPEVAL schedule is
illustrated in Figure 3.

The OPEVAL execution was under the control of
a test director, whose role was to orchestrate the tim-
ing of the evaluation with regard to the planned sce-
nario, rollovers, phase changes, go/no-go, and other
control decisions. The Combined Exercise Control
Staff (CECS) consisted of the test director, assistant
test director, technical director, trouble desk, and
other testing and information system experts. 

The CECS cell was responsible for all decisions
related to test execution, scheduling, and management
during the OPEVAL. CECS personnel were also
located at each of the test sites and assisted in main-
taining positive control and coordination between
their location and the CECS cell. An Analysis Cell was
co-located with the CECS Cell to conduct real-time
analysis of captured products for quality assurance and
control, obtain feedback from the site on anomalies,
and assist the CECS in resolving problems.

We used functional system operators during the
OPEVAL who were trained in the functional respon-
sibilities concerning their specific C4ISR system as
well as any actions required to capture and save the
OPEVAL products. Because of their familiarity with
the operational process, trained operators represented
the first opportunity to identify task or product
anomalies. 

Data collectors trained especially for the OPEVAL
worked with operators to capture products associated
with all the MSEL runs, and to conduct initial analy-
sis. These data collectors were positioned at appropri-
ate points along each thin line as the MSEL tasks were
initiated and completed. These appropriate points
were illustrated in the bit path diagrams for each thin
line (see Figure 1). Data collectors were responsible
for quality control in the data collection process,
adherence to the MSEL, and the centralized collec-
tion of site products. If any system experienced a fail-
ure or anomaly, the data collector notified technicians
and the CECS, and documented the failure. They
also performed quality assurance checks on all prod-
ucts to ensure products were processed in a standard-
ized manner. This real-time quality assurance greatly
facilitated product analysis. 

Two general categories of data collection were
required during the OPEVAL. The first included
task-oriented data that helped determine if product
delivery was timely, accurate, and complete. Collect-
ing this data involved capturing the designated prod-
uct and recording any degradation or failures noted.
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The detailed collection strategy and specific products
associated with the task-oriented data was depicted
and captured in the bit path diagrams (see Figure 1).
Non-intrusive data collection efforts and direct
observations by trained observers were used to cap-
ture this task-oriented data. Hard copy printouts and
soft copy files were used to capture the information
exchanged where possible and were manually
reviewed and compared at the various information
flow points along the thin line. 

The second data collection requirement involved
system evaluations associated with the Y2K clock
rolls. Nine Y2K metrics, identified by JCS guidance
[4], helped evaluate a given date-sensitive device in
each thin line. An evaluation form was used to record
the results of each metric applied to each system com-
ponent for each thin line. Legend codes were devel-
oped and placed on the evaluation sheets to depict
which clock rolls or product runs were applicable to
the nine metrics. 

A specific form was developed for each evaluation
location and system component being evaluated. The
serial numbers of the devices and software versions
installed were also annotated on the form. These
checklists were used to develop the overall system
evaluation and were entered into a database to pro-
vide a complete picture of all components in the thin
lines of systems. If a component was functionally
unique, such as a workstation, server, or worksta-
tion/server, or was unique in terms of its software ver-
sion, its information was specifically entered into the
database. Redundant systems supporting the same
task were not entered into the database. In other
words, if a task was supported by seven workstation
and all were configured with the same hardware and
software version, only one workstations was entered
into the database for that specific task. However, all
seven workstations and the results of the Y2K metrics
were considered in preparing the database. Any Y2K
metric failure would be entered in the database for the
component and system on which it occurred, and
recorded against all tasks supported. All systems were
evaluated during each MSEL run.

OPEVAL Results
To gain an appreciation of the complexity of the
CFC OPEVAL, it is worthwhile to recap some
OPEVAL numbers. The exercise took nine days.
Thirty-three major warfighting systems were evaluated
at 11 separate geographical locations, including a ship
at sea. In addition to these warfighting systems, the
OPEVAL was conducted over the 
real-world communications infrastructure. The date-
sensitive routers and communications hubs linking

these workstations were also evaluated. Each of the 10
MSEL executions of 253 steps took three hours,
resulting in the capture of 2,820 products. Each prod-
uct was typically composed of subproducts such as
email messages, screen captures, and data files, which
were needed to verify that an action was timely, accu-
rate, and complete. There were 4,797 subproducts
captured. 

Over 200 personnel were involved in the OPEVAL,
with about 50 used for data collection, OPEVAL con-
trol, and product analysis. There were over 14 major
CFC components, government agencies, or commer-
cial corporations involved in the OPEVAL, including:
ROK Army, ROK Air Force, U.S. Army, U.S. Air
Force, U.S. Navy, Office of the Secretary of Defense /
Director of Operational Test and Evaluation, Joint
Interoperability Test Command, MITRE Corporation,
SAIC, BETAC Corporation, Sterling Software, Titan
Corporation, and Hughes Corporation. Planning and
execution costs were over $6.61 million and necessi-
tated over 199 person-months. 

From after-action reviews, we determined the eight
keys to successful OPEVAL planning and execution: 

• Configuration management verification and con-
trol. 

• Training the operators and data collectors and rein-
forcing the training with a rehearsal prior to base-
line run.

• Systems installation and testing prior to rehearsal.
• A complete and accurate baseline run.
• A detailed data collection and analysis plan.
• Real-time analysis for quality assurance and con-

trol. 
• Verification of system performance and processes

prior to OPEVAL execution. 
• A detailed MSEL for execution and control of the

process and all product captures. 

During the analysis process, we also identified some
non-Y2K operational issues concerning the information
systems that may have been overlooked or would not
have been isolated without the OPEVAL infrastructure. 

Conclusion
The benefits of the OPEVAL were extraordinary. Not
only had we identified Y2K anomalies associated with
the thin lines of systems and other operational issues
and developed workarounds or fixes for these anom-
alies, but had established a baseline for the current
architecture, a configuration of the organization’s crit-
ical IMSs, and a methodology that could be used to
evaluate these systems in the future. If applied cor-
rectly, this methodology could lead to substantial
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information technology savings and better organiza-
tional performance. 

Because of the complexity of the organization’s IMSs,
the large number of other organizations it communi-
cates with, and the rapid turnover of personnel, few peo-
ple had a current picture of the complete information
systems architecture required to accomplish CFC’s crit-
ical missions. Prior to the OPEVAL, this system archi-
tecture had never been documented at a comparable
level of detail. We believe this situation is common to
many complex organizations in both the government
and commercial sectors. With the baseline developed
during the OPEVAL, CFC has now documented the
current status and configuration of its most critical
IMSs. With a vision of where the organization needs to
go, it can now develop the road map to get there. 

The organization can utilize the current baseline
with accompanying system architecture in three
major ways: 

• The organization can analyze the critical tasks
and underlying systems in order to discover ways
to reduce their complexity, thereby increasing
their performance. 

• With the current baseline as a starting point, the
organization can make reasonable determinations
concerning future IMSs to support its critical
tasks. This type of review can channel resources
and provide purpose to the seemingly endless
installation of upgrades and new versions of hard-
ware and software that a typical organization
experiences. 

• Organizations can utilize the evaluation method-
ology to conduct integration and performance
tests of new information systems, software/hard-
ware upgrades, or existing information systems. 

The OPEVAL approach is now being used within
the CFC to conduct C4ISR assessments during the-
ater level exercises. These assessments are being done
without interfering with the accomplishment of other
training objectives and with little increase in informa-
tion system resources. Additionally, the observers
already programmed to support the after-action
review process are serving as data collectors. Benefits
we are seeing from the continued use of the OPEVAL
approach include: 

• Maintaining an up-to-date baseline of the organi-
zation’s information systems architecture, includ-
ing both hardware and software;

• Identifying needed hardware and software
enhancements;

• Validating the interoperability of C4ISR systems in

the multiservice and multinational environment;
• Capturing, documenting, and assessing doctrinal

processes and procedures; and 
• Stimulating the use of standard operating proce-

dures for reporting of information throughout the
organization. 

The configuration management aspect of an orga-
nization’s IMSs is continually changing. A vigilant
and systematic approach is needed to ensure the orga-
nization is knowledgeable of its IMS status. With this
knowledge, it can determine the IMS changes that
would enhance its operations. Making these determi-
nations is a challenge. The information gained and
methodology developed during an OPEVAL can be,
and within the CFC is being, leveraged to help meet
this challenge.
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