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Problem and Motivation: 

As the quantity of available electronic information increases, finding the information that 
one needs becomes more difficult. Commonly, a user will search using a couple of key 
terms, and she then spends hours manually browsing hundreds of documents to find the 
relevant information. This unfortunate situation occurs because search engines are 
primarily passive tools.  

The overall goal of this research is the make search engines active personal assistants 
using an autonomous agent. An autonomous agent monitors user actions and determines 
which of the remaining query results are relevant to the user. User actions can be saving, 
printing, or browsing a particular document. The agent then reorders the remaining query 
results using this new knowledge of user desires. The focus of this paper is on the first 
phase of the research, which explores a method for the agent to both prioritize query 
results and rapidly unlearn inaccurate knowledge concerning what information is 
relevant. 

Background and Related Work: 

A search engine should retrieve documents that are of interest to the user. To accomplish 
this goal, a search engine has an inference mechanism, which is the query and query 
algorithm that model the desires of the user (Croft and Thompson, 1986). To improve a 
search engine’s retrieval performance, one must enhance the inference mechanism of the 
engine. One method to accomplish this enhancement is for an agent to monitor user 
actions on a particular query result list and build a user profile that represents the user’s 
information desires. Based on the user profile, the agent decides relevance on each of the 
remaining results and prioritizes using this new knowledge. However, prioritizing 
information is a perplexing problem in information retrieval. 

Given that there exists a set of documents and a user who has an interest in the 
information in some of them, optimal information retrieval is: Find all the relevant and 



none of the irrelevant documents (Mitchell et. al., 1994). Recall and precision are two 
accepted standards of performance for comparing and evaluating retrieval systems 
(Mitchell, et. al. 1994) (Salton, 1987) (Salton, 1992). The definitions of these 
performance standards are:  

•  •  •  Recall = Relevant Documents Retrieved 
Total Number of Relevant Documents 

Precision = Relevant Documents Retrieved 
Total Number of Retrieved Documents 

By teaching an agent via a user profile, this research aims to improve precision without 
seriously degrading recall. Relevance feedback is the mechanism used to build the user 
profiles, thereby teaching the agent. The assumption behind relevance feedback is that 
relevant documents resemble each other. Therefore, vectors of keywords and descriptors 
that represent each document will also be similar (Salton, 1987). Relevance feedback is a 
proven method for generating improved queries (Salton, 1992) (Salton and Buckley, 
1988) (Maes et. al., 1996). However, relevance feedback also reduces recall. 

To overcome this degradation, this research modifies the relevance feedback algorithm to 
generate a user profile based on user actions. The agent then uses the new knowledge 
contain in the user profile to determine the relevance of the remaining query results. The 
advantage of this agent-based, query result prioritizing approach is that it places no 
additional demands on the user, and there is little degradation of recall. 

Genetic algorithms, ID3, and connectional algorithms were rejected as teaching 
mechanisms. These algorithms were rejected because they need a large sample size to 
perform adequately (Learning, 1996) (Sheth, 1994). Building a large sample size requires 
more time than is available during a single search session. 

Along with relevance feedback, the autonomous agent is the concept that makes a passive 
search engine an active personal assistant. This research defines an agent as: A design 
model similar to client-server computing, not strictly a technology, program, or product, 
that manages complexity and implements delegation (IBM, 1996). An information 
retrieval agent must accomplish two objectives, which are to seek the best possible 
solution using existing knowledge and unlearn previous knowledge when it becomes 
inaccurate (Sheth and Maes, 1993). 

The most common approaches used to address these two objectives are usually 
derivations of simulated evolution. In simulated evolution, a population of agents 
simulates a biological process where each generation adapts to its environment. 
Unfortunately, this process is slow and requires more information then is available during 
a single search session. 

Approach: 



This research instead uses a simulated annealing algorithm to accomplish these two 
objectives. Simulated annealing was selected due to its relative quicker solution time and 
the analogous fit between inaccurate relevant rankings and the local minima problem.  

Simulated annealing has not been previously used in the information retrieval area, 
except for Boltzmann machines (Biron, 1995). Simulated annealing is a combination of 
deterministic and stochastic methods (Kirkpatrick, Gellatt, and Vecchi, 1983). It is 
neither a random nor greedy algorithm. The simulated annealing algorithm uses a 
temperature and a cost function. The algorithm attempts to reduce the end state cost 
determined by the cost function during each execution. Usually if the end state has a 
higher cost than the previous state, the algorithm rejects it. However, the algorithm 
accepts an end state with a higher cost with a certain probability (i.e., the temperature). 
This temperature component permits the agent to jump out of a "local minima" caused by 
inaccurate user profiles. For this research, the algorithm prioritizes the query result list to 
have the lowest possible summed weights for the entire list. 

Results and Contributions: 

The results from the prototype search engine confirm that simulated annealing can 
efficiently prioritize query results. This finding is significant because simulated annealing 
has the potential to overcome the initial and inaccurate knowledge in a relative short 
amount of time. Deterministic algorithms can become stuck in local minima, and 
simulated evolution algorithms require an extended period to unlearn inaccurate 
knowledge. The deterministic capability of simulated annealing allows the agent to 
prioritize query results even during periods of user uncertainty. The probabilistic aspect 
of simulated annealing will permit the agent to unlearn incorrect knowledge and "jump" 
to a more optimal solution. Exploiting this probabilistic aspect is the next phase of this 
research. 
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