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Understanding and Predicting Question Subjectivity
in Social Question and Answering

Zhe Liu and Bernard J. Jansen

Abstract— The explosive popularity of social networking sites
has provided an additional venue for online information seeking.
By posting questions in their status updates, more and more
people are turning to social networks to fulfill their information
needs. Given that understanding individuals’ information needs
could improve the performance of question answering, in this
paper, we model the task of intent detection as a binary
classification problem, and thus for each question, two classes are
defined: subjective and objective. We use a comprehensive set of
lexical, syntactical, and contextual features to build the classifier
and the experimental results show satisfactory classification
performance. By applying the classifier on a larger dataset,
we then present in-depth analyses to compare subjective and
objective questions, in terms of the way they are being asked
and answered. We find that the two types of questions exhibited
very different characteristics, and further validate the expected
benefits of differentiating questions according to their subjectivity
orientations.

Index Terms— Information seeking, social question and
answering (social Q&A), social search, subjectivity analysis social
network, Twitter.

I. INTRODUCTION

THE emergence of social networking sites (SNSs), such
as Facebook and Twitter, has made the communication

among individuals more diverse and convenient [1], [2].
Besides using those social platforms for relationship mainte-
nance, many people also perceive SNSs as valuable informa-
tion sources and engage in what has been referred to as social
question and answering (social Q&A) [3]. Compared with
the typical search engine services, such as Google and Bing,
social Q&A provides people a more direct and easier way to
express their information needs, as individuals can publicly
broadcast their request for help in natural languages to all
friends or followers online, and to receive more personalized
and trustworthy responses [4].

As a result of the ever-increasing popularity of social Q&A,
a variety of different questions are being asked on SNSs.
Some seek for subjective objective knowledge or factual truth,
such as How do I update to IOS 8? Others request for more
subjective information, such as personal opinions or recom-
mendations on certain topics, like What should I say when
asking her out for a meal? Objective questions focus more on
the accuracy of the responses and are expected to be answered
by more reliable sources, whereas subjective questions require

Manuscript received June 2, 2015; revised January 17, 2016; accepted
April 20, 2016. Date of current version June 17, 2016.

Z. Liu is with the IBM Almaden Research Laboratory, San Jose, CA 95120
USA (e-mail: zul112@ist.psu.edu).

B. J. Jansen is with the Social Computing Group, Qatar Computing Research
Institute, Doha 5825, Qatar (e-mail: jjansen@acm.org).

Digital Object Identifier 10.1109/TCSS.2016.2564400

more diverse replies that rely on personal opinion and per-
spective. Considering the distinct intents behind, we believe
that there does not exist a one-size-fits-all approach to answer
both types of questions, and it is necessary to differentiate
subjective questions from the objective ones.

With the above-mentioned aim in mind, in this paper,
we focus on conducting subjectivity analysis on the questions
asked in social Q&A. We build a model to predict whether a
question is subjective or objective using a comprehensive set of
features from lexical, syntactical, and contextual perspectives.
We evaluate the classifier on 3000 randomly sampled questions
extracted from Replyz.com, a twitter-based Q&A site. Next,
with the classifier on question subjectivity, we also conduct
comprehensive analyses on a set of 10 386 information-seeking
tweets and 102 131 corresponding answers. We investigate
how subjective and objective questions differ in terms of the
way they are being asked and answered. We show that sub-
jective questions contain more contextual information and are
being asked more during the working hours. Compared with
the subjective information-seeking tweets, objective questions
experience a shorter time lag between posting and receiving
responses and tend to receive less but informative responses.
Moreover, we also observed that subjective questions attracted
more responses from strangers than the objective ones.

Our contributions are as follows. Using simple features
extracted from the question text, our method can automatically
detect the subjectivity orientation of a questioner’s intent.
We believe that by automatically distinguishing subjective
questions from the objective ones, one could ultimately build
question routing systems that can direct a question to its
potential answerers according to its underlying intent. For
instance, given a subjective question, we could route it to
somebody who knows the questioner well to provide more
personalized responses. However, for an objective question,
we could discover authorities within a particular domain or
could automatically answer a new question using the archived
question–answer pairs.

II. RELATED WORK

We reviewed a number of recent studies in the literature on
both social Q&A and question classification. To the best of our
knowledge, this is the first study investigating the subjectivity
of information needs on SNSs.

A. Question Asking in Social Q&A

As an emerging concept, social Q&A has been given
very high expectations due to its potential as an alter-
native to traditional information-seeking tools (e.g., search
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engines, online catalogs, and databases). Jansen et al. [1],
in their work examining Twitter as a mechanism for word-
of-mouth advertising, reported that 11.1% of the brand-
related tweets were information providing, while 18.1% were
information seeking. Li et al. [5] revealed that there were
about 11% of general tweets containing questions and 6%
of tweets having information needs. Going one step fur-
ther, Efron and Winget [6] analyzed 100 question tweets
on Twitter and proposed a taxonomy of questions asked on
microblogging platforms. Morris et al. [3] manually labeled
a set of questions posted on social networking platforms
and identified eight question types in social Q&A, includ-
ing recommendation, opinion, factual knowledge rhetorical,
invitation, favor, social connection, and offer. In the set
of tweets they analyzed, recommendation (29%) and opin-
ion (22%) questions accounted for the majority of cases.
Different from [3], Paul et al. [7] observed more rhetori-
cal (42%) questions on Twitter, followed by the categories of
factual knowledge (16%), and polls (15%). Adapting the cat-
egorization scheme proposed in [3], Ellison et al. [8] labeled
a set of 20 000 status updates on Facebook and presented
multiple types of mobilization requests beyond information-
seeking attempts.

B. Automatic Question Classification

Most of the above-mentioned studies performed the ques-
tion classification task manually based on handcrafted rules.
There are only a few papers that touch on the problem of
automatic question classification based on machine learn-
ing techniques. Li et al. [5] proposed a cascade approach,
which first detected interrogative tweets and then questions
revealing real information needs (referred to as qweets in
their paper). They relied on both rule-based (as proposed
in [6]) and learning-based approaches for interrogative tweets
detection and some Twitter-specific features, such as retweet,
mentioned to extract qweets. Through their experiment,
Efron and Winget [6] observed that rule-based approach actu-
ally outperformed the learning-based method in identifying
interrogative tweets. Zhao and Mei [9] classified question
tweets into two categories: tweets conveying information needs
and tweets not conveying information needs. They manually
labeled 5000 tweets and built an automatic text classifier based
on lexical, part-of-speech (POS) tagging, and meta features.
With the classifier, they further investigated the temporal char-
acteristics of those information-seeking tweets. We view our
work as a further step of the above-mentioned studies in the
direction of understanding and comprehending the question’s
intent in social Q&A.

Besides the two works in social Q&A, most of the existing
studies on automatic question classification were conducted in
the context of community question and answering (commu-
nity Q&A), which are sites specifically designed for asking
questions. Analyzing questions from three popular commu-
nity Q&A sites, Harper et al. [10] automatically classified
questions into conversational and informational and reached
an accuracy of 89.7% in their experiments. As a result
of their analysis, they claimed that conversational questions
typically have much lower potential archival value than the

informational ones. Kim et al. [11] classified questions from
Yahoo! Answers into four categories: information, suggestion,
opinion, and other. They pointed out that the criteria of
selecting best answer differed across categories. Pal et al. [12]
introduced the concept of question temporality based on
when the answers provided on the questions would expire.
They labeled questions into five categories, with permanent,
long, medium, short, and other temporal durations. Their
results showed that question temporality can be automatically
detected using question vocabulary and other simple features.

C. Subjectivity Analysis

As for the task of subjectivity analysis, Wilson et al. [13]
developed a system called OpinionFinder, which performs
subjectivity analysis by automatically identifying subjective
sentences and to mark the source of the subjectivity and words
expressing positive or negative sentiments. By identifying
subjective sentences that contain strong subjective clues based
on the General Inquirer dictionary, Jiang and Argamon [14]
classified a political blog as either liberal or conservative,
based on its political leaning. Biyani et al. [15], [16] analyzed
subjectivity orientation of online forum threads using the com-
binations of words and their parts-of-speech tags as features
as extracted from the title of the thread and initial post, as
well as the entire thread. Li et al. [17] labeled 987 resolved
questions from Yahoo!Answers and explored a supervised
learning algorithm utilizing features from both the perspectives
of questions and answers to predict the subjectivity of a ques-
tion. Zhou et al. [18] proposed an approach to automatically
collect training data based on social signals, such as vote and
answer number, in community Q&A sites. The results of their
experiment demonstrated that leveraging social interactions in
community Q&A portals could significantly improve predic-
tion performance. Chen et al. [19] classified questions from
Yahoo! Answers into subjective, objective, and social. They
built a predictive model based on both text and metadata fea-
tures and cotraining them. Their experimental results showed
that cotraining worked better than simply pooling these two
types of features together. Aikawa et al. [20] employed a
supervised approach in detecting Japanese subjective questions
in Yahoo! Chiebukuro. Unlike the other studies, they evaluated
the classification results using weighed accuracy that reflected
the confidence of annotation.

The studies that are most related to our work are described
above. However, some important differences between our
work and the past ones are as follows. First, compared
with questions asked on community Q&A platforms, twitter
questions are relatively short and informally phrased. This
definitely adds difficulties to the task of question intention
detection. Therefore, in this paper, we propose an approach
that is particularly developed to identify question subjectivity
in social Q&A context, instead of community Q&A sites.
In addition, given the casual nature of SNS, questions asked
in social Q&A may contain different intentions compared
with those asked on community Q&A platforms. Our work
addresses these differences and further explores the question
asking and answering patterns that happen in the social
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Q&A process. We believe that our result can contribute to
provide better Q&A services on social platforms in the future.
Finally, compared with [17] and [18], our method relies only
on the question itself and does not depend on any information
from the answers or the users, and thus can be applied to all
questions, no matter with or without solutions.

III. RESEARCH OBJECTIVES

To address the gaps as mentioned in Section II, we propose
two overarching research objectives in this study.

Objective 1: Automatically determine the subjectivity ori-
entation of an information-seeking question on Twitter.

Our first research objective aims to examine whether by
monitoring the way a question is phrased, one can tell if it is
subjective or objective. To accomplish this research objective,
we explore the lexical, syntactical, and contextual differences
between subjective and objective questions posted on Twitter
and build a predictive model that can reliably distinguish the
two types of questions using machine learning algorithms.

Objective 2: Further analyze the differences between sub-
jective and objective questions in terms of the way they are
being asked and answered.

To measure the differences, we introduce metrics including
question length, phrasing, posting time, response speed, infor-
mativeness, and the characteristics of the respondent. Due to
the distinct nature of the two types of questions, we anticipate
significant differences in all proposed metrics.

IV. PROBLEM FORMULATION AND

FEATURE ENGINEERING

A. Problem Formulation

As we discussed earlier, questions posted on SNSs can
be either subjective or objective. To achieve an unambigu-
ous understanding of question subjectivity, here we provide
the definition of subjective and objective information-seeking
questions in social context, respectively. We define subjec-
tive information-seeking questions as SNS posts asking for
responses reflecting the answerer’s personal opinions, advices,
preferences, or experiences. A subjective information-seeking
tweet is usually with a survey purpose, which encourages
the audience to provide their personal answers. In contrast,
objective questions are characterized as SNS posts request-
ing answers based on some factual knowledge or common
experiences. The purpose of the objective questions is to
receive one or more correct answers, instead of responses
based on the answerer’s personal experience. Questions ask-
ing how to do something usually belong to the objective
category.

To better illustrate our annotation criteria used in this paper,
in Table I we listed a number of sample questions with
objective or subjective intents.

B. Feature Engineering

We modeled question subjectivity using three groups of
features: lexical features, syntactic features, and contextual
features. Again, we adopt only features extracted from the

TABLE I

DEFINITIONS OF OBJECTIVE AND SUBJECTIVE QUESTIONS

question content and ignore all information from either the
answer or answer provider’s perspective. In this way, our
classification model can be applied to all questions posted in
social Q&A, no matter with or without solutions.

1) Lexical Features:
a) N-gram: We assume that given the different informa-

tion needs behind, there should be a different usage of lexical
terms between subjective and objective information-seeking
tweets. Hence, in this study, we adopted word-level n-gram
features. We counted the frequencies of all unigram, bigram,
and trigram tokens that appeared in the training data, as they
have been proved to be useful in [9] and [20]. Before feature
extraction, we lowercase and stemmed all the tokens using the
Porter stemmer [21]. We discarded rare terms with observed
frequencies of less than 5 to reduce the sparsity of the data.
This left us with 960 n-gram features.

b) POS tagging: We believed that POS tagging may
also help in distinguishing the two types of questions, as it
can add more context to the words used in the interrogative
tweets. To tag the POS of each tweet, we used the Stanford
tagger [27]. Again, we counted the frequencies of all unigram,
bigram, and trigram POS that appeared in the training data.
POS sequences with frequencies less than 5 were also elimi-
nated. This left us with 1070 features of POS. taggings.

c) MPQA subjectivity lexicon: In addition to the n-gram
and POS tagging features, we also counted the number of
subjective clues [22] that appeared in each question using
MPQA Subjectivity Lexicon1 [23]. The lexicon contains in
total 8222 subjective clues. Among them, 5569 are strongly
subjective clues, while the rest 2653 are weak ones. According
to [24], strongly subjective clues are seldom used without
subjective meanings, whereas weakly subjective clues are
often of ambiguous subjectivity orientations. Therefore, in this
study, we counted only the frequencies of the lexical clues
that are considered to be strongly subjective in each question.
We then normalized the frequency of subjectivity clues by the
total number of words in the corresponding question.

2) Syntactic Features: The syntactic features describe the
format of a subjective or objective information-seeking tweet.
The syntactic features that we adopted in this study include the
length of the tweet, number of clauses/sentences in the tweet,
whether or not there is a question mark in the middle of the

1http://www.cs.pitt.edu/mpqa/subj_lexicon.html.
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tweet, whether or not there are consecutive capital letters in
the tweet.

3) Contextual Features: The Twitter-based contextual fea-
tures, such as the presence of hashtags, mentions, and emoti-
cons, captured the unique characteristics of content posted
on Twitter, and have been widely adopted in past studies on
sentiment analysis [25], [26]. We assume that these features
can provide extra signals for determining whether a question
is subjective or objective. The Twitter-specific features that
we adopted in this study are whether or not a question tweet
contains a hashtag, a mention to somebody, or an emonticon.

In total, we have extracted 2040 features from the above-
mentioned perspectives.

V. CLASSIFICATION EXPERIMENTS

A. Data

Given the high percentage of conversational questions on
Twitter [5], [10], in order to collect as many information-
seeking questions as possible, in this study, we collected
question tweets from a site called Replyz.2 Replyz is a
very popular Twitter-based Q&A site, which searches through
Twitter in real time looking for posts that contain questions
based on their own algorithm. By collecting questions through
Replyz, we filtered out a large number of conversational
tweets. Another advantage of using Replyz for data collection
is that due to its community Q&A nature, it allows answerers
to respond to anybody’s questions, not limited to the follower
relationship. In that sense, comparing with directly collecting
question tweets from Twitter, this way, we guarantee that most
of our collected questions have been answered by at least one
stranger, so that we can address our second research objective.

For our data collection on Replyz, we employed a snowball
sampling approach. To be more specific, we started with the
top ten contributors who have signed in Replyz with their
Twitter account as listed on Replyz’s leaderboard. For each of
these users, we crawled all the question tweets that they have
answered in the past from their Replyz profile. Then we iden-
tified the individuals who posted those collected questions and
went to their profile to crawl all the interrogative tweets that
they have ever responded. We repeated this process until each
seed user yielded at least 500 other unique accounts. After
removing those non-Twitter questioners in our collection, in
total, we crawled 25 697 question tweets and 271 821 answers
from 10 101 unique questioners and 148 639 unique answerers.
To build and evaluate our classifier on question subjectiv-
ity, we randomly sampled 3000 English questions from our
data collection and recruited two human annotators to work
on the labeling task based on our proposed definitions on
objective and subjective information-seeking tweets. Finally,
2588 out of 3000 questions (86.27%) received agreement on
their subjectivity orientation from the two coders. Among the
2588 interrogative tweets, 24 (0.93%) were labeled as with
mix intent, 1303 (50.35%) were annotated as noninformation
seeking, 536 (20.71%) as subjective information seeking,
and the rest 725 (28.01%) as objective information seeking.
Our Cohen’s kappa is quite high at 0.75.

2http://www.replyz.com (shut down on July 31, 2014).

We also examined the 412 questions with annotation dif-
ferences and found that the major cause of such disagreement
is that without knowing the context of a question, annotators
interpreted the questioner’s intent differently. For instance, for
question Ok as we start to evaluate #Obama legacy who is
worse him or #Carter?, one annotator tagged it as subjective as
it surveys the audience about their opinions regarding Obama,
while the other treated this tweet as sarcasm and tagged it
as noninformation seeking. To build our classifier, we used
only the 536 subjective and 725 objective information-seeking
questions.

B. Experiment Settings

We next adopted a number of supervised learning algo-
rithms to build the binary classifier on question subjec-
tivity. We experimented with Naïve Bayes support vector
machines (SVMs) (sequential minimal optimization) and deci-
sion trees (J48) as implemented in WEKA [29]. Classifier
parameters were chosen in an experimental way to obtain the
best classification performance. To be more specific, a search
space is defined by specifying a number of discrete values
for each parameter (e.g., J48 was tested with a confidence
factor ranging from 0.1 to 1.0 by an increment of 0.1, SVM
was tested with c ranging from 10−5 to 105 by an increment
of 0.01, and γ ranging from 10−15 to 1 with the radial
basis function kernel). Cross-validation procedure was then
performed for each point in the search space. Parameters with
the best performance were demonstrated in the Section V-C.

For evaluation purposes, we calculated the classic machine
learning evaluation metrics, such as accuracy, precision, recall,
F1-measuremet, and area under receiver operating character-
istic curve (AUC) values, as they have also been adopted
in [31] and [32].

We also adopted the majority induction algorithm, which
predicts the majority class in the data set as a baseline model
to interpret our classification results and evaluate our classifi-
cation method. With this approach, our data set got a baseline
accuracy of 0.575 as 725 tweets were tagged as objective
information-seeking among the overall 1261 informational
seeking questions.

C. Classification Results

First, due to the large number of features extracted, before
conducting the classification, we performed feature selection
using the information gain criterion [28] as implemented in
WEKA [29]. The method of information gain helped us to
identify the most informative and relevant features in the
classification process and to reduce noise from irrelevant or
inaccurate features. We evaluated the classification accuracies
along with the number of features selected and plotted the
results in Fig. 1.

We saw from Fig. 1 that either too few or too many
features would result in a decrease in the prediction accuracy.
Table II shows the optimum classification performance using
all three classifiers in conjunction with corresponding use of
the selected features.

We observed from Table II that among all three meth-
ods, SVM outperformed the other two in the subjectivity
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Fig. 1. Classification accuracy as a function of the number of features
selected using information gain.

TABLE II

CLASSIFICATION PERFORMANCE OF THE PROPOSED MODELS

FOR SUBJECTIVE AND OBJECTIVE CLASSES

TABLE III

CLASSIFICATION PERFORMANCE USING SVM METHOD

WITH DIFFERENT TYPES OF FEATURES

classification process, achieving a relatively satisfactory clas-
sification performance, with the prediction accuracy equal
to 0.854, with a variance of 0.081. We also noted that the
overall classification accuracy of 0.854 was much higher
than the majority class baseline of 0.575, which validated
the possibility of automatically detecting question subjectivity
using only features extracted from the question text.

We next explored the effect of different types of features
on predicting question subjectivities. In order to do that,
we incorporate only one type of feature at a time to per-
form the experiment using the SVM method. Table III illus-
trates the performance of features from different perspectives.
We observed that overall lexical features indicated the most
discrimination power in differentiating objective questions
from subjective ones. Among all lexical features, the bigram
word features achieved the best classification performance.
Compared with the lexical features, both syntactical and

TABLE IV

DISTRIBUTION OF THE TOP 10 FEATURES SELECTED USING INFORMATION
GAIN ACROSS OBJECTIVE AND SUBJECTIVE QUESTIONS

contextual features demonstrated a very limited effect on
the performance of subjectivity classification. This result was
further supported by the fact that none of the top ten features
selected using information gain were from the syntactical or
contextual aspects, as shown in Table IV.

VI. IMPACT OF QUESTION SUBJECTIVITY

ON USER BEHAVIOR

A. Subjectivity Detection

In this section, we address our second research objective
by understanding the impact of question subjectivity on user’s
question and answering behavior. In order to do that, we
first need to identify the subjectivity orientation of all 25 697
collected questions. However, as we built our classification
model as a further step of providing subjectivity indication
only after a question has been predetermined as informational,
we cannot directly apply it to the entire data set. Therefore,
to solve this challenge, we first adopted the text classifier as
proposed in [5] and [9] to eliminate all noninformation-seeking
tweets from our collection.

First, we implemented the informational/noninformational
classification algorithm according to [9], with all its lexi-
cal, POS tagging, and meta features included. We did not
take in the WordNet features as they have been proven
to not be effective in predicting information questions
from noninformation-seeking ones, as mentioned in [9]. We
applied the classifier on our labeled data set, which included
1327 noninformation-seeking and 1261 information-seeking
tweets (536 subjective information-seeking + 725 objec-
tive information seeking) and it provided us with a classifi-
cation accuracy of 80.45%.

To better improve the classification performance, we fur-
ther combined the features proposed in [5] to the classifier,
including whether the question sentence is quoted from other
sources, whether the question sentence contains strong feeling,
whether there is any strong feeling such as “!” following
the question sentence, and whether there is any declarative
sentence following the question sentence. With these features
added, the classification result improved from 80.45% to
81.66%. We think this result is reasonable compared with the
86.6% accuracy reported in [9], as Replyz has already removed
a huge number of noninformational questions based on some
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TABLE V

DESCRIPTION OF THE CLASSIFIED DATA SET

Fig. 2. Distribution of question length on character and word levels across
question types.

obvious features, such as whether or not the question contains
a link, a phone number, an email address, or a retweet.

The informational/noninformational classifier helped us
remove 15 311 noninformation-seeking tweets form the entire
collection and left us with 10 386 informational questions for
subjectivity detection. We next retrained our classifier on the
same subjective and objective training data, and use it to guess
the subjectivity orientation of the 10 386 information-seeking
tweets. Finally, we detected 6402 objective information-
seeking tweets, and 3984 subjective information-seeking ones.
We presented the overall statistics of our classified data set
in Table V.

B. Characterizing the Subjective and Objective Questions

Based on the classified data set, we first look at the
subjective and objective questions that people asked on Twitter.
To be more specific, we analyzed the different ways indi-
viduals adopted to address their subjective and objective
information needs. We adopted a number of statistical tests to
assess the differences in question length, phrasing, and posting
times across question types.

1) Question Length: Given the positive correlation reported
between question length and degree of personalization in [32],
we assume that subjective information-seeking questions on
Twitter are longer than the objective ones. To examine the dif-
ference, we conducted Mann–Whitney U tests across the ques-
tion types on character and word scales, due to the unequal
variances and sample size.

In our data set, information-seeking questions asked on
Twitter had an average length of 81.47 characters and
14.78 words. With the empirical cumulative distribution func-
tion of the question length plotted in Fig. 2, we observed that
both the number of characters and words differ across question

Fig. 3. Question word usage across question type with 95% confidence
intervals.

subjectivity categories. Consistent with our hypothesis, in
general subjective information-seeking tweets (Msc = 87,
Msw = 15.95) contain more characters and words than the
objective ones (Moc = 73, Mow = 14.05). Mann–Whitney U
tests further proofed our findings with statistically significant
p-values less than 0.05 (zc = −17.39, pc = 0.00 < 0.05;
zw = −15.75, pw = 0.00 < 0.05). Through our further inves-
tigation on the content of questions, we noted that subjective
questions tended to use more words to provide additional con-
textual information about the questioner’s information needs.
Examples of such questions include So after listening to
@wittertainment and the Herzog interview I need to see more
of his work but where to start? Some help @KermodeMovie?,
Thinking about doing a local book launch in #ymm any of my
tweeps got any ideas?

2) Question Phrasing: To explore the content difference
between subjective and objective information-seeking tweets,
we analyzed the question word usage in each question type
and listed the results in Fig. 3, from which we saw that
the question words, including when, who, and how, had
high presence in objective information-seeking tweets, while
question word where appeared more than twice as often in
subjective questions as it did in objective ones. This result is
consistent with our findings as shown in Table IV.

3) Question Posting Time: In addition to analyzing the
length and phrasing differences between subjective and objec-
tive information-seeking tweets, we also examined the tem-
poral pattern of question posting regarding its subjectivity
orientation. By splitting the day time into 24 groups, one for
each hour, we calculated the percentage of questions being
asked in each group. The distribution of such percentage is
shown in Fig. 4 (top). One can see that both objective and
subjective questions were being asked the most during the
normal working hours (from 8 A.M. to 5 P.M.) and the least
from midnight to the early morning. We also observed that
individuals asked more objective questions during free time
hours (6 P.M. to 12 P.M.), while more subjective questions dur-
ing normal working hours. Fig. 4 (bottom) further illustrated
such temporal distribution differences between subjective and
objective questions.

C. Characterizing the Subjective and Objective Answers

So far, we have only examined the characteristics of
subjective and objective information-seeking questions posted
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Fig. 4. Posting time distribution across question types with 95% confidence
intervals.

Fig. 5. Distribution of question response time in minutes on log scales across
question types.

on Twitter. In this section, we presented how the subjectivity
orientation of a question can affect its response.

1) Response Speed: Considering the real-time nature of
social Q&A, we first looked at how quickly subjective
and objective information-seeking questions received their
responses. We adopted two metrics in this study to measure
the response speed: the time elapsed until receiving the first
answer and the time elapsed until receiving the last answer.
In Fig. 5, we plotted the empirical cumulative distribution
of response time in minutes using both measurements with
log-transformed response time.

In general, in our data set, more than 80% of questions
posted on Twitter received their first answer in 10 min or less,
no matter their question types (84.60% objective questions and
83.09% subjective ones). Around 95% of questions got their
first answer in an hour and almost all questions were answered
within a day. From Fig. 5 (right), we observed that it took
slightly longer for individuals to answer subjective questions
than the objective ones. The Mann–Whitney U test result also
revealed significant difference on the arrival time of the first

Fig. 6. Distribution of the number of answers received on log scales across
question types.

answer between question types (z = −3.04, p = 0.04), with
subjective questions on average being answered in 4.60 min
after the question was posted and objective questions being
answered in 4.24 min. We assumed that this might be due to
the fact that subjective questions were mainly posted during
working hours, whereas respondents were more active during
free time hours [33]. Even though a half minute time lag may
seem short and insignificant, it still has moderate practical
importance given that over half of the questions collected in
our data set are being answered within 2 min.

In addition to the first reply, we also adopted the arrival
time of the last answer to imply the temporality of each
question. Defined in [12], question temporality is a measure
of how long the answers provided on a question are expected
to be valuable. Overall 67.79% of subjective and 69.49% of
objective questions received their last answer in an hour. More
than 96% of questions of both types closed in a day (96.68%
objective questions and 96.16% subjective ones). Again, the
Mann–Whitney U test result demonstrated significant between-
group difference on the arrival time of the last answer
(z = −10.13, p = 0.00), with subjective questions on average
being last answered in 44 min after the question was posted
and objective questions being answered in 38 min. Examples
of objective questions with short temporal durations include
Hey, does anyone know if Staples & No Frills are open today?
and When is LFC v Valarenga?

2) Response Informativeness: The previous study [36] sug-
gested that the amount of unique information in a question pos-
itively impact its informativeness. We assumed that the same
argument applies to the question response as well. Therefore,
in this section, we focus on evaluating the informativeness of
responses offered in social Q&A by measuring: 1) the number
of distinct answers and 2) the similarity of an answer compared
with the others provided to each question. For the second
measurement, only questions with more than two responses
were taken into consideration.

In Fig. 6, we deployed the box plot for the number of
answers received across question types. We observed that
subjective questions received significantly more responses than
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Fig. 7. Distribution of the proportion of similar answers across question
types.

objective ones (z = −7.84, p = 0.00), with on average
each subjective question received 9.34 responses and objective
questions received 7.24 answers. This is in line with the survey
nature of the subjective questions.

For the second measurement, we adopted the term frequen-
cy–inverse document frequency (tf-idf) cosine similarity in this
study as the similarity measurement between answer pairs, as
the method has been widely used in the field of information
retrieval. Since the tf-idf cosine similarity leverages the vector
space model, we used a bag of words approach, with stem-
ming, to represent each answer using a vector of tf-idf weights.
To be more specific, the cosine similarity with tf-idf weights
is calculated as

sim(Ai , A j ) =
∑

t∈Ai ∩A j

wAi (t)wA j (t) (1)

where Ai and A j are answers from distinct users to
question Qk . Here, for each distinct answerer of question Qk ,
we only adopted his/her first answer provided in the calcu-
lation of response similarity. We did this to avoid the bias
toward the more informal chit-chat in the later answering
process. wAi (t) and wA j (t) are the normalized tf-idf weights
for each common word t in answer Ai and A j , respec-
tively. The normalized tf-idf weights for a word t in a given
answer A is defined as

wAi (t) = t f (t, Ai )id f (t)√∑
t ′∈Ai

(t f (t ′, Ai )id f (t ′))2
(2)

where t f (t, Ai ) denotes the frequency of word t in answer Ai ,
normalized by the total number of words in Ai , and id f (t) is
the logarithm of the total number of answers collected divided
by the number of answers that containing word t.

Next, we set a threshold parameter T = 0.75 to evaluate
the redundancy of the answers, such that only answers with
tf-idf cosine similarity larger than 0.75 are considered similar.
We then calculated the proportion of similar answers for each
question in our data set and plotted their distributions in Fig. 7.

From Fig. 7, we observed that objective questions received
more unique answers compared with the subjective ones.
On average, 30.76% of all objective questions in our data
set contained answer pairs with tf-idf cosine similarity larger
than 0.75, which was 2.47% less than the subjective questions.
The t-test result also revealed significant difference between
subjective and objective questions on response similarities
(t = 3.03, p = 0.00). This is consistent with the findings

TABLE VI

LOGISTIC REGRESSION ANALYSIS OF VARIABLES ASSOCIATED WITH
QUESTION ANSWERING BEHAVIOR ACROSS QUESTION TYPES

in [37], with objective questions attracting less but more
informative responses.

3) Characteristics of Respondents: In addition to the above
two measurements, we were also interested in understanding
whether the characteristics of a respondent affect his/her
tendency to answer a subjective or objective question on
Twitter. In order to do so, we proposed a number of profile-
based factors, including the number of followers, the number
of friends, and daily tweet volume, which is measured as the
ratio of the total count of status to the total number of days
on Twitter, and the friendship between the questioner and the
respondent. Here, we only categorized questioner–answerer
pairs with reciprocal follow relations as friends, while the rest
as strangers.

We crawled the profile information of all respondent in our
data set as well as their friendships with the corresponding
questioners via Twitter API. Since our data set spanned from
March 2010 to February 2014, 2998 out of 59 856 unique users
in our collection have either deleted their Twitter accounts
or have their accounts set as private. Therefore, at last, we
were only able to collect the follow relationship between 95%
(78 697) of the unique questioner–answer pairs in our data set.

We used logistic regression to test whether any of our pro-
posed factors were independently associated with the respon-
dent’s behavior of answering subjective or objective questions
on Twitter. The results of our logistic regression analysis were
shown in Table VI.

From Table VI, we observed that among all four variables,
the respondent’s daily tweet volume and friendship with the
questioner were significantly associated with his/her choice of
answering subjective or objective questions in social Q&A.
To better understand those associations, we further performed
post hoc analyses on those significant factors.

First, as for the friendship between the questioner and
the respondent, among all 78 697 questioner–answerer pairs
in our data set, 22 220 (28.23%) of the follow relations
were reciprocal, 24 601 (31.26%) were one way, and
31 871 (40.51%) were not following each other. The number
of reciprocal-following relations in our collection is relatively
low, comparing with the 70%–80% and the 36% rates as
reported in [34] and [35]. We think this is because Replyz has
created another venue for people to answer other’s questions,
even if they were not following each other on Twitter, and this
enabled us to better understand how strangers in social Q&A
select and answer questions.

Besides the overall patterns described, we also conducted
chi-square test to examine the dependency between the
questioner–respondent friendship and the answered ques-
tion type. As shown in Table VII, the chi-square cross
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TABLE VII

QUESTIONER–ANSWERER FRIENDSHIP ACROSS
ANSWERED QUESTION TYPES

tabulations revealed a significant trend between the two vari-
ables (χ2 = 13.96, p = 0.00 < 0.05). We found that in real-
world settings strangers were more likely to answer subjective
questions than friends. This was unexpected given that [3]
showed that people claimed in survey that they prefer to ask
subjective questions to their friends for tailored responses.
One reason for this could be that compared with objective
questions, subjective questions require less expertise and time
investment, so that could be a better option for strangers to
offer their help.

In addition, to examine the relationship between the respon-
dent’s daily tweet volume and his/her answered question
type, a Mann–Whitney U test was performed. The result was
significant (z = −7.87, p = 0.00 < 0.05) with respondents
to the subjective questions having more tweets posted per day
(M = 15.07) than the respondents of the subjective questions
(M = 13.24). This result further proved our presumption in
the previous paragraph that individuals with more time spent
in social platforms are more willing to answer more time-
consuming questions (in our case, the objective ones).

VII. DISCUSSION AND CONCLUSION

In this paper, we investigate the subjectivity orientation of
questions asked on Twitter. We proposed a predictive model
based on features constructed from lexical, syntactical, and
contextual perspectives using machine learning techniques.
Our method achieved satisfactory performance with a clas-
sification accuracy of 84.9%. While previous work existed on
similar topics [17], [19], [20], to our knowledge, our work is
the first to identify question subjectivity in social context.

Using our predictive model, we extracted and analyzed
6402 objective and 3984 subjective information-seeking tweets
from both the perspectives of question asking and answering.
We found that contextual restrictions (e.g., time, location, and
preference) were imposed more often on subjective questions,
and thus made them normally longer in length than the
objective ones. Moreover, through our analyses on posting
and responding times, we observed that subjective questions
experienced longer time lags in getting their initial answers,
whereas it took shorter time for the objective questions to
receive all their responses. One interpretation of this find-
ing could be that many of the objective questions asked
on Twitter were about real-time content (e.g., when will
a game start or where to watch the election debates) and
were sensitive to real-world events [9], so answers to those
questions tended to expire in shorter durations [12]. Another
possible explanation was that since answers to the objective

questions were supposed to be less diverse, individuals would
quickly stop providing responses after they saw a satisfactory
number of answers already existing to those questions. The
second interpretation is in line with our findings on less but
more unique responses received by objective questions. But of
course, both speculations need support from future detailed
case studies. At last, in assessing the preferences of friends
and strangers on answering subjective or objective questions,
we demonstrated that even though individuals prefer to ask
subjective questions to their friends for tailored responses [3],
it turned out that in reality subjective questions were being
responded more by strangers. We thought this gap between
the ideal and reality imposed a design challenge in maximizing
the personalization benefits from strangers in social Q&A.

In terms of design implications, we believe that our work
contributes to the social Q&A field in two ways.

1) Our predictive model on question subjectivity enables
automatic detection of subjective and objective
information-seeking questions posted on Twitter and
can be used to facilitate future studies on large scales.

2) Our analysis results allow the practitioners to understand
the distinct intentions behind subjective and objective
questions and to build corresponding tools or systems
to better enhance the collaboration among individuals
in supporting social Q&A activities. For instance, we
think that given the survey nature of subjective questions
and stranger’s interests in answering them, one could
develop an algorithm to route those subjective questions
to appropriate respondents based on their locations and
past experiences. In contrast, considering the factorial
nature and short duration of objective questions, they
could be routed to either search engines or individuals
with equivalent expertise or availability.

In summary, our work is of good value to both research
community and industrial practice.

We are aware of certain limitations that may restrict the
ability to generalize our conclusions. One limitation is that
our study is based on only one SNS, Twitter, so it may not be
representative of the question asking behaviors demonstrated
on other platforms. In addition, in this study, we only recruited
two annotators to produce the ground truth and this may seem
insufficient, even though with relatively promising inter-rater
agreement. Therefore, we certainly plan to collect our ground
truth data in the future with the help of crowdsourcing services,
such as Amazon MTurk or CrowdFlower. For future work, we
will rely on the different characteristics found in this study to
automatically identify potential respondents to subjective and
objective questions, respectively. In this way, after identifying
a question’s subjective orientation, we could then route it to
the appropriate respondents to ensure its response rate and
quality.
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