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ABSTRACT
To address the increasingly significant issue of fake news, we de-
velop a news reading platform in which we propose an implicit
approach to reduce people’s belief in fake news. Specifically, we
leverage reinforcement learning to learn an intervention module on
top of a recommender system (RS) such that the module is activated
to replace RS to recommend news toward the verification once
users touch the fake news. To examine the effect of the proposed
method, we conduct a comprehensive evaluation with 89 human
subjects and check the effective rate of change in belief but without
their other limitations. Moreover, 84% participants indicate the pro-
posed platform can help them defeat fake news. The demo video is
available on youtube1.
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1 INTRODUCTION
With the development of the Internet, people consume news articles
more through online platforms than through traditional newspa-
pers or magazines. Nevertheless, the lack of information scrutiny
on those platforms has increased the rise of misinformation (i.e.,
fake news). Moreover, fake news has permeated major events and
∗Both authors contributed equally to this research.
1https://youtu.be/wKI6nuXu_SM
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Figure 1: The news platform framework, which consists of
four components: 1) storage, 2) recommendation engine, 3)
web server, and 4) user interface

has influenced various aspects of modern life [1, 12, 14]. To address
the issues of fake news, fact-checking has been proposed and im-
plemented by the government [5], industry [11], and academia [15].
However, such a solution ends up being a trade-off between the
benefit of accumulatingmore reports of fake news and the risk of ex-
posing more users to potential fake news. Because the work of fact-
checking by experts or crowd source is labor-intensive and time-
consuming, another popular approach is to adopt machine learning
algorithms to detect fake news in an automatic manner [18]. Never-
theless, fake news detection is still at the experimental stage. Given
the effort on automatic detection and fact-checking, effectively de-
livering detection or fact-checking results such that people reduce
their belief in fake news is still a challenge [16]. The most common
way to deliver results is to warn online users using warning tags.
However, the effect of such warnings is limited [7, 13, 16]. Further-
more, some studies indicate somewhat negative impacts of warning
tags, such as implied truth [14] and warning habituation [2]. Alter-
natively, some studies present verified news articles to participants
when they read fake news simultaneously [17, 18]. Nevertheless,
the results thereof reveal an adverse effect: participants whose at-
titude is congruent with the fake news increase their belief in the
fake news; in other words, it backfires [8].

In light of the issues mentioned above, we propose a new inter-
vention module to expose users to the verified news in an implicit
manner (see Fig. 1). Instead of showing the verified news and fake
news to users simultaneously, we take into account each user’s
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reading preference provided by the recommendation system and
guide the user to read the verified news more frequently with some
delay. The novel platform has the potential to address the above-
mentioned limitations of current delivery methods because 1) it
shows no explicit warning label; 2) it encourages readers to learn to
detect fake news instead of feeding them with instant verification
in the hope—however unrealistic—of correcting their belief; and
3) it incurs a relatively small cost in terms of human effort. In this
paper, we demonstrate the effect of the proposed module through
a human-subject experiment, in which the module is applied in the
context of a news reading platform.

2 RELATEDWORK
Most previous studies focus on fact-checking. We divide them by
methodology into three strands. The first strand is checking the
news using human experts. For example, FactCheck,2 PolitiFact,3
and Snopes4, are famous fact-checking platforms which employ
groups of experts to verify news. However, this method is labor-
intensive and requires readers to check the fact-checking results on
these websites, which means readers are expected to proactively
initiate the verification process. The second strand is leveraging
crowd-sourcing to label news. Wang et al. [19] exploit the user’s
report as a weak label, and then use reinforcement learning to select
a better label. Yet, as mentioned in Section 1, this method ends up
exposing more users to fake news articles in return for gathering
more fake news reports from users. The third strand uses machine
learning to verify news. Hassan et al. [9] propose ClaimBuster,
which utilizes an end-to-end model to identify the truth of news or
information. Della Vedova et al. [6] construct a Facebook messenger
chatbot that uses machine learning to verify facts. Users check the
truthfulness of posts and information from Facebook. Once the
chatbot receives input from the user, it provides verified facts. Still,
such method relies on users to initiate the verification process. To
this end, we propose a system that avoids these disadvantages. For
example, our method does not require human effort to label fake
news; we guide the user to read verified news instead of directly
showing them to the user.

3 SYSTEM DESCRIPTION
Fig. 1 shows the proposed news platform. The details of this frame-
work and the provided functions are described in the following
subsections.

3.1 News Platform
We developed a web platform such that users can read up-to-date
news articles by interacting with the proposed system. Fig. 2 illus-
trates the user interface (UI) of the system. We provide a simplified
web UI composed of essential factors, including news headlines,
news contents, and recommendation lists only for demonstration,
but not extraneous elements such as advertisements.

We used Python as the programming language to develop news
platform backend. The frontend interface was developed using
HTML, javascript, and the CSS framework Bootstrap. To integrate

2https://www.factcheck.org/
3https://www.politifact.com/
4https://www.snopes.com/

Figure 2: User interface of news platform

the backend and frontend, we used Flask as the framework. Mon-
goDB is then selected to store the news articles and user information.
Finally we deployed the platform using Docker and Nginx as the
webserver.

3.2 Recommender System (RS)
Since almost all existing news platforms use recommendation al-
gorithms to push news articles according to user preferences, we
adopt a content-based recommender system (RS) [3] on the news
platform to demonstrate how a RS co-works with the intervention
module. The RS recommends news articles to the user according to
the user’s browsing history and the consumed news corpuses.

3.3 Fake news Intervention Module
We implement the fake news intervention module on top of the
RS. We first leverage the result of the RS to construct a graph. The
green rectangle in Fig. 1 illustrates the constructed graph, where
the intervention module is activated when any candidate fake news
article is touched. Theworking path consists of a predefined number
of steps which guide the user to be exposed to as many articles
of verified news as possible. Once the intervention module has
been triggered, it replaces the RS to provide a recommendation list
towards the verified news. Note that the recommendation graph
is built based on recommendation results from the RS. Thus, once
users’ updated news consumption interests are included in the
graph, the intervention module reflects their preferences in its
recommendation in real time.

For such a guiding process, a model is required to determine
which path in the recommendation graph should be selected. We
formulate this decision process in each step as the search from a
question to its answer, in which the question is the fake news and
the answer is the verified news. Drawing from [4, 20], we adopt a
reinforcement learning (RL) model to learn how to guide the user
from fake news to verified news.

Specifically, once the user clicks a news article, the RS recom-
mendation results are sent to the intervention module as part of the
candidates for the next recommendation. Next, the triggered node
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Figure 3: System workflow. The red dot depicts a piece of
fake news and the blue dots represent two pieces of veri-
fied news related to the fake news. The gray dots show other
news articles unrelated to the fake or verified news. The blue
arrows illustrate the user’s browsing path. N represents the
number of reading steps.

and these next-step candidates are aligned to the recommendation
graph for the intervention module to take over the recommendation
task from the triggered node. Meanwhile, the recommendations
suggested by the intervention module in the following steps are
presented to the users.

The intervention module is dismissed when it reaches a prede-
fined number of reading steps, e.g., 10 in the proposed platform.
Take the user in Fig. 3 as an example. The user triggers the inter-
vention module by clicking the fake news, after which the module
begins guiding the user towards the verified news. Note that we do
not need to know the exact verified news, as the module learns to
reach it to the maximum possibility. From Fig. 3, we see that the
user is exposed to the verified news in step 2 without clicking and
in step 𝑁 − 1 by clicking through. In the recommendation list, users
read the titles of the verified news, constituting a higher exposure
rate that affords more possibilities to change user beliefs.

The intervention process is completed at the predefined step 𝑁 ,
after which control is returned to the RS. Through this process, the
influence of fake news is diluted without explicit correction.

3.4 Informed Trajectory Generation
Weutilize D3.js5 to visualize user history. If the viewed news articles
are labeled as fake news or verified news, the node is represented
by red and blue nodes, respectively. Users browse their viewed
news articles in this page by selecting the reading time period. Our
informed trajectory generator visualizes the browsing history and
statistics about how many and in what order the known fake and
verified news articles are read by the user. Thus, users can check
their browsing history qualitatively and quantitatively and hence
understand their own reading patterns from the aspect of fake and
verified news.

4 EVALUATION
To evaluate the effectiveness of the proposed system, we conducted
a human-subject experiment with 172 participants recruited on

5https://d3js.org

Facebook. Using a within-subject design, we compared the pro-
posed method with a vanilla RS, which means the RS without fake
news intervention module, and an RS with warning tags. In each
condition, participants’ ability to identify fake news was evaluated
across three phases: pre-test, post-test, and one day after interven-
tion. In each phase, we presented four pieces of fake and four pieces
of real news. Participants were asked to evaluate the veracity of
each piece of news article using a four point Likert scale (“1” means
“I think this is fake news”, “2” means “I am not sure, but I feel some-
thing is wrong”, “3” means “It seems real, but I am not certain”,
“4” means “I think this is real news”). We observe the percentage
of fake news articles that were not identified in the pre-test but
correctly identified in the post-test. Results show that the proposed
platform achieves the same rate 29.4% as using the warning tags,
which has known limitations.

At the end of each condition, we also asked participants to indi-
cate whether the reading environment is helpful for them to detect
fake news using a three-point Likert scale (“1” means “I think the
reading environment is not helpful”,“2” means “I think the read-
ing environment has a little help”, “3” means “I think the reading
environment is helpful”). After participants completed all three
conditions, we asked them to describe the criteria that they used
to determine the veracity of the news articles with an open-ended
question. Since participants’ reading of the news articles was crit-
ical to our study, we used an attention check mechanism [10] in
each phase. In the end, 89 participants passed all attention check
questions.

5 ANALYSIS
To explore the difference between the proposed platform and a RS,
we conducted a coarse-grained analysis from the following three
aspects: 1) Are the reading paths changed in the proposed platform?
2) Did participants feel that the three conditions are helpful in
mitigating fake news? and 3) Which criteria, e.g., headline, content,
or both, were used by participants to evaluate the veracity of fake
news?

To understand the difference between the reading path of our
system and RS, we picked one of the reading path samples of the
proposed system and the RS, respectively. We then visualized each
in Fig. 4. From Fig. 4a, we observe that the system with the fake
news intervention module guides the user to read the verified news
(the light blue dot with the blue circle in the reading path). In
contrast, Fig. 4b shows that the RS recommends the related news
article initially but other topics later. Thus, users lose their chance
to read the verified news article. Furthermore, the result shows
that the RS recommends verified news and fake news to the user at
the same time, which can backfire, exposing the user to more fake
news.

Across the three conditions–the proposed method, the RS, and
the RS with warning tags–84% of the participants indicated that our
proposed method can help them defeat the fake news, which nu-
merically outperformed both the RS (75%) and the RS with warning
tags (80%).

According to the participants’ responses to the open-ended ques-
tion, only eight of them determined the veracity of news articles by
using the headlines, thirty participants evaluated the veracity by
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(a) Sample in proposed system

(b) Sample in RS reading environment

Figure 4: Reading path visualizations. Dark red nodes on the
left in (a) and (b) are the starting point: a fake news article.
The light red node is a fake news article, and the blue nodes
are the verification corresponding to the current fake event.
Users are exposed to verified news articles in steps 2, 3, and
6, and the user reads one in step 6 in the proposed system.
The RS recommends verified news articles to the user only
in step 1, but the user reads neither one.

the content of news articles, and the rest 51 participants judged the
veracity by both of the news’ content and headline. Such results
indicate that most readers infer the news’ veracity by reading the
content, suggesting that our goal of providing verified news articles
to mitigate the impact of misinformation is promising.

Altogether, the results provide preliminary evidence that the pro-
posed system can guide users to read more verified news compared
with a RS.

6 CONCLUSION
In this paper, we propose an innovative fake news interventionmod-
ule and develop a platform to make the module co-work with the
recommendation system. We conduct a human-subject experiment
measuring the effectiveness of the platform in addressing fake news.
The user study show the effectiveness of the module. Moreover,
users pointed out the rationale of considering the news content for
determining the veracity. In the future we plan to conduct large
scale user study where more fake news topics are included.
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