
Objective: To evaluate the effectiveness of domain 
highlighting in helping users identify whether Web 
pages are legitimate or spurious.

Background: As a component of the URL, a domain 
name can be overlooked. Consequently, browsers high-
light the domain name to help users identify which Web 
site they are visiting. Nevertheless, few studies have 
assessed the effectiveness of domain highlighting, and the 
only formal study confounded highlighting with instruc-
tions to look at the address bar.

Method: We conducted two phishing detection 
experiments. Experiment 1 was run online: Participants 
judged the legitimacy of Web pages in two phases. In 
Phase 1, participants were to judge the legitimacy based 
on any information on the Web page, whereas in Phase 
2, they were to focus on the address bar. Whether the 
domain was highlighted was also varied. Experiment 2 
was conducted similarly but with participants in a labo-
ratory setting, which allowed tracking of fixations.

Results: Participants differentiated the legitimate 
and fraudulent Web pages better than chance. There 
was some benefit of attending to the address bar, but 
domain highlighting did not provide effective protection 
against phishing attacks. Analysis of eye-gaze fixation 
measures was in agreement with the task performance, 
but heat-map results revealed that participants’ visual 
attention was attracted by the highlighted domains.

Conclusion: Failure to detect many fraudulent 
Web pages even when the domain was highlighted 
implies that users lacked knowledge of Web page secu-
rity cues or how to use those cues.

Application: Potential applications include devel-
opment of phishing prevention training incorporating 
domain highlighting with other methods to help users 
identify phishing Web pages.

Keywords: cybersecurity, warnings, decision making, 
information processing, phishing

IntroductIon
Phishing is a social engineering attack, mean-

ing that it psychologically manipulates people 
into divulging confidential information in the 
context of cyber security (Orgill, Romney, Bai-
ley, & Orgill, 2004). Phishing is usually imple-
mented as a semantic attack, such as posting 
false information within emails, directly aiming 
at exploiting the vulnerabilities of human infor-
mation processing of meaning during human-
computer interaction (Schneier, 2000). Phishing 
attacks use electronic communication chan-
nels (e.g., email messages and social network 
Web pages) to communicate psychologically 
manipulated messages intended to persuade 
potential victims to perform certain actions for 
the attacker’s benefit (Khonji, Iraqi, & Jones, 
2013). As the Web site impersonates a reputable 
organization, victims are tricked into entering 
personal information and credentials (Parsons, 
McCormac, Pattinson, Butavicius, & Jerram, 
2015), which are then stolen by the attackers. 
The phishing attacks can result in a series of 
undesirable consequences, including individual 
and organizational financial loss, identity theft, 
erosion of trust of the communication between 
individuals and companies, and reduction of 
users’ willingness to engage in online transac-
tions (Gopal, Tripathi, & Walter, 2006).

Much research has gone into mitigating 
phishing attacks. Automated tools for detecting 
phishing have been developed, including email 
classification at server and client levels (Cao, 
Han, & Le, 2008; Fette, Sadeh, & Tomasic, 
2007), Web site blacklists (Whittaker, Ryner, & 
Nazif, 2010), and Web page visual similarity 
assessment (Fu, Liu, & Deng, 2006). Although 
several of these automatic solutions stop a large 
number of phishing attacks, those tools and ser-
vices do not protect against all phishing attacks 
because (a) computers have difficulty accurately 
extracting the meaning of the natural language 
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messages contained in phishing emails (Stone, 
2007) and (b) the attackers’ tools continue to 
evolve (Downs, Holbrook, & Cranor, 2006).

Because the final decision on a Web page’s 
legitimacy is made by the user (Proctor & Chen, 
2015), decision-aid tools have been developed 
to assist people at detecting fraudulent sites 
when automatic detection fails. Examples are 
dynamic security skins (Dhamija & Tygar, 
2005), browser toolbars such as SpoofStick and 
Trustbar (Herzberg & Gbara, 2004), and Web 
browser phishing warnings and Secure Sockets 
Layer (SSL) warnings (Carpenter, Zhu, & 
Kolimi, 2014; Felt et al., 2015). However, lim-
ited success, ineffectiveness, and usability prob-
lems have been found across those decision-aid 
tools (Sheng et al., 2009; Wu, Miller, & Garfin-
kel, 2006). To develop effective tools to aid 
users in combating phishing attacks, studies 
have been conducted to understand how and 
why people fall for the attacks (e.g., Downs, 
Holbrook, & Cranor, 2007; Welk et al., 2015). In 
general, the results have shown that the user’s 
attention is dominated by deceptive visual cues 
that reinforce the legitimacy of the Web page. 
But users rarely pay attention to the security 
indicators. For the participants who noticed the 
warnings, poor comprehension and confusion 
with other security threats were also evident in 
prior studies (e.g., Bravo-Lillo, Cranor, Downs, 
& Komanduri, 2011; Dhamija, Tygar, & Hearst, 
2006; Sunshine, Egelman, Almuhimedi, Atri, & 
Cranor, 2009).

domain Highlighting
A well-crafted phishing site looks visually 

identical to the impersonated Web site; thus, the 
phishing Web page intentionally deceives users 
to fill in their personal information, which they 
might not do otherwise. Grazioli (2004) examined 
the responses of tech-savvy Internet consumers to 
a real site or a deceptive copycat site. Despite a 
few persons successfully detecting the deception, 
most participants were unable to do so. Based on 
the information-processing model of deception 
detection (Johnson, Grazioli, Jamal, & Berry-
man, 2001), Grazioli (2004) compared the infor-
mation-processing behavior between successful 
and failure deception detection. He found that 
participants who were successful at detecting the 

deceptive sites focused on fewer deception cues 
than participants who were unsuccessful, and the 
successful participants relied on “assurance” cues 
(e.g., product warranties) and heavily discounted 
“trust” cues (e.g., customer’s testimonials).

Despite the visual deception of a phishing 
Web page, the domain name within the uniform 
resource locator (URL) will always be different 
from the legitimate one. Therefore, the domain 
name can serve as a sole telltale sign to detect a 
phishing Web page (Lin, Greenberg, Trotter, 
Ma, & Aycock, 2011). Consequently, the mis-
match between the real domain name and the 
impersonated Web page can be expected to serve 
as a critical measure to detect phishing attacks.

Because the domain name can be easily over-
looked by users (Jagatic, Johnson, Jakobsson, & 
Menczer, 2007), domain highlighting (DH) has 
been developed to exploit this telltale sign. The 
owning domain of whatever site a user is cur-
rently viewing is highlighted. Specifically, the 
domain name portion within the URL in the 
browser’s address bar is in black, whereas the 
rest of the URL is rendered in gray. This method 
has been implemented by the most popular 
browsers, including Google Chrome, Microsoft 
Edge/Internet Explorer, and Mozilla Firefox. 
Figure 1 illustrates how DH is implemented in 
the default interface of recent releases of each 
browser, Firefox on top, Chrome in middle, and 
Internet Explorer at bottom. The highlighting 
methods also vary among the browsers; for 
example, Chrome highlights all content between 
“//” and the first “/” within the URL, whereas 
Firefox only highlights the domain name, and 
Internet Explorer highlights both “https” and the 
domain name.

The effectiveness of DH is based on three 
assumptions about users’ information process-
ing: (a) Users will naturally attend to the address 
bar, (b) users will use the domain name to decide 
the Web site’s legitimacy, and (c) users can rec-
ognize the domain names. Few studies have 
evaluated the effectiveness of DH, and the only 
formal study of which we are aware is that of 
Lin et al. (2011). They recruited 22 university 
students to evaluate the legitimacy of 16 Web 
pages (half legitimate, half fraudulent) of typical 
phishing targets in two separate rounds. In the 
first round, the participants evaluated the Web 
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page based on whatever means they chose, 
whereas in the second round they were instructed 
to make the decision by looking specifically at 
the address bar. More fraudulent Web pages 
were incorrectly rated as safe in the first phase 
than the second phase, indicating that partici-
pants do not always attend to the address bar to 
determine the site legitimacy. Although Lin et al. 
argued that DH provides some benefit, the mar-
ginal effect they obtained could be a conse-
quence of just directing users to look at the 
address bar since a control condition without 
DH was not tested. Also, Lin et al. performed a 
qualitative analysis of interview results, which 
showed that most of the participants who 
attended to the address bar often did not notice 
the spoofed domain name, indicating a lack of 
user knowledge.

Eye tracking
Data about people’s visual attention can be 

collected through eye tracking, the process of 
monitoring people’s eye movements such as 
the point of gaze and fixation duration (Rayner, 
2009). The technology is a straightforward way 
to observe where users’ attention is directed, 
and it has been deployed in experimental psy-
chology to give insights into the bases of users’ 
behavior (Duchowski, 2007). Nowadays, many 
eye-tracking techniques are available; one popu-
lar form uses video captured by optical devices 
(i.e., a camera) recording infrared light that 
illuminates the eyes and provides reference 
points for the eye tracker. This type of device 

is mounted remotely from the user and does 
not require the user to wear any special device, 
which induces minimal interference with the 
visual stimulus.

Previously, eye-tracking studies were con-
ducted to identify whether users look at security 
cues during Web browsing. Whalen and Inkpen 
(2005) collected eye-tracking data to analyze 
how users interact with security indicators. No 
participants gazed at the security indicators in 
the normal browsing phase; most participants 
looked at the lock icon when they were “primed” 
for security, but few made use of its interactive 
capabilities. Arianezhad, Camp, Kelley, and Ste-
bila (2013) also provided evidence that users do 
not look at security indicators when they are 
browsing naturally. When participants were 
explicitly motivated to pay attention to security 
information, they still failed to detect phishing 
Web pages (Neupane, Rahman, Saxena, & 
Hirshfield, 2015). In another study, an eye-
tracking method was designed and implemented 
with a browser extension to force users to get 
into the habit of checking the address bar before 
any inputs in the Web sites (Miyamoto, Iimura, 
Blanc, Tazaki, & Kadobayashi, 2014). The study 
results confirmed the effectiveness of forcing 
participants to check the address bar.

The benefit of DH obtained in Lin et al.’s 
(2011) study is challenged by the results of eye-
tracking experiments, which showed that users’ 
performance in phishing tasks was positively 
impacted by attention control (Miyamoto et al., 
2014; Neupane et al., 2015). Because Lin et al.’s 

Figure 1. Domain name highlighting in Mozilla Firefox (top), Google Chrome (middle),  
and Internet Explorer (bottom).
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study had only a small number of participants 
from a university community and yielded 
ambiguous findings, we conducted a study 
(Experiment 1) that followed a similar proce-
dure but with a larger, more representative par-
ticipant sample and a non-highlighted control 
condition. The study was conducted online with 
more than 300 participants, and DH versus 
domain non-highlighting (DNH) was manipu-
lated to dissociate the effect of directing a user’s 
attention to the address bar from the effect of 
DH. We also employed an eye tracker in Experi-
ment 2 to obtain eye-movement observations to 
further test the three assumptions of DH.

GEnEral ExpErImEntal dEsIGn
The designs of our online study and eye-

tracking experiment are in line with the ones 
implemented previously (Lin et al., 2011). 
In both experiments, we used the two-phase 
paradigm. In Phase 1, participants were asked 
to classify how “safe” each page appeared to 
be. In Phase 2, participants were instructed to 
direct their attention to the address bar, which 
allowed us to evaluate how people used their 
own knowledge while removing the problems 
associated with attention. Beyond task perfor-
mance, the eye-tracking experiment also col-
lected details about how people attend to the 
address bar during their safety decisions on 
Web pages for each phase. We also gathered 
subjective data at the end of the eye-tracking 
experiment with questions related to the user’s 
awareness and comprehension of DH.

Two sets of 6 different Web pages each, rep-
resenting 12 different Web sites (see Table 1), 
were selected and used as stimuli. The Web sites 
included the most targeted phishing industries, 
including: e-commerce, banking, social media, 
and email server (Aaron, Rasmussen, & Routt, 
2014). Another two categories were online file-
host system and miscellaneous. The Web sites’ 
domain traffic rankings from Alexa.com were 
approximately equal across the two sets within 
our geographic region to make the two sets to be 
encountered as equally as possible during rou-
tine Web browsing. Each legitimate Web page 
was a perfect replica of the original Web site, 
including the domain name. Fraudulent versions 
of the Web pages were developed by altering 

their URLs based on real phishing Web sites 
listed in PhishTank. The modifications repre-
sent similar and complex spoof methods (Lin 
et al., 2011). For the similar method, fraudu-
lent URLs are visually similar to the legitimate 
URLs, such as twiller.org looks similar to twit-
ter.com. With the complex method, fraudulent 
URLs expand the length of the legitimate ones, 
which makes interpretation of the URL diffi-
cult. Table 1 lists the specific Web sites, their 
rankings, the spoof method, and the modified 
URLs. Participants were shown snapshots of 
the Web sites’ login Web pages taken from the 
Firefox browser by excluding all browser 
chrome except address bar. Each Web page 
had a version in which the domain was high-
lighted and another version in which it was 
not. These were created by enabling or dis-
abling, respectively, the browser.urlbar.for-
matting function under about:config.

Participants evaluated the legitimacy of dif-
ferent Web pages (half fraudulent and half legit-
imate) in two phases for both the online and eye-
tracking experiments. Each phase started with 
the instruction page. For the first phase, the 
instruction was “Please evaluate the trustworthi-
ness of the Web pages based on any information 
you can find within the Web page.” In the sec-
ond phase, the instruction was “Please evaluate 
the trustworthiness of the Web pages by focus-
ing on the address bar,” and the address bar area 
was marked in red square. Trial pages were pre-
sented after the instructions. For the online 
study, the Web page review and safety judgment 
response were presented in the same page. For 
the eye-tracking experiment, the safety-judg-
ment response page was separated from the Web 
page view to obtain a ratio of total fixation time 
over the whole Web page view time. As in Lin  
et al.’s (2011) study, the “any information” phase 
was always conducted prior to the “address-bar 
focus” phase so that participants would not be 
predisposed to attend to the address bar by the 
prior instructions.

This research complied with the American Psy-
chological Association Code of Ethics and was 
approved by the Institutional Review Board at 
Purdue University. Informed consent was obtained 
from each participant. The experiment data that 
were stored and analyzed are anonymized.
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ExpErImEnt 1: onlInE study
The online study was designed to dissociate 

the effect of directing a user’s attention to the 
address bar from that of DH. This was accom-
plished by having a general user population 
evaluate Web pages’ safety with DH and DNH 
conditions.

method
Participants. Three hundred and twenty 

adults (58% female) were recruited through 
Amazon Mechanic Turk (MTurk). Their 
reported ages ranged from 18 to over 50 years, 
with 76% being between ages 23 and 50. About 
38% of the participants reported that they had 
college credits but no degree, and about 50% 
had a bachelor’s degree or higher. Each partici-
pant was compensated with $0.10 cash. Each 
participant was tested on his or her computing 
device. Participants were not instructed about 
phishing attacks or DH. Instead, they were ini-
tially told that they were participating in a study 
on the visual security aids that are typically 
found in browsers. We limited data collection to 
participants from the United States because the 
Web sites we selected are popular within this 
region. Participants were told to participate in 
the study only once. However, 26 participants 
finished the study twice; for those participants, 
we analyzed only the data from the first time.

Apparatus and procedure. Each participant 
was asked to evaluate the legitimacy of 6 different 
Web pages (half fraudulent and half legitimate) in 
each of two phases. For the first phase, the partici-
pants rated the safety of each Web page by click-
ing buttons on a 5-point scale from 1 (unsafe) to 5 
(safe) based on any information. For the second 
phase, participants were told to adopt an address-
bar focus approach without indication of specifi-
cally what to look for in the area, and they then 
evaluated 6 different Web pages. Order was not 
counterbalanced because being told to focus on 
the address bar in the first phase would create a 
bias to do so with the neutral instructions in the 
second phase. Participants’ demographic informa-
tion was collected after both phases had been 
completed. On average, the whole experiment 
took about 6 minutes.

The Web pages were presented in a random-
ized order across the participants. Domain  

highlighted or not was manipulated within each 
phase. Similar numbers of participants were 
assigned to four task variants determined by Web 
pages’ legitimacy and DH/DNH. Which subset of 
sites was assigned to have valid or fraudulent 
URLs and whether the domains were highlighted 
in the first or second phase were counterbalanced 
between subjects.

results
Following the similar analysis of Lin et al. 

(2011), for each condition, the ratings of the 
three relevant Web pages were averaged for 
each participant, yielding a mean rating. The 
rating data were then converted into unsafe (1 
or 2), unsure (3), or safe (4 or 5) categories 
based on the rounded value; specifically, the 
value was rounded as the smaller integer if the 
decimal digit was smaller than 5; otherwise, it 
was rounded as the larger integer. The safety 
judgment results are listed in Table 2.

In Phase 1 with any information instruction, 
regardless of DH, on average participants rated 
legitimate Web pages 2.2% incorrectly as unsafe, 
15.0% as unsure, and 82.8% correctly as safe. 
For fraudulent Web pages, participants rated 
25.7% correctly as unsafe, 25.3% as unsure, and 
49.1% incorrectly as safe. Thus, to a limited 
extent, legitimate Web pages were discriminated 
from fraudulent ones. From the table, we can 
also observe that DH had little effect, with the 
highlighted and non-highlighted URLs showing 
similar results for both the legitimate and fraud-
ulent Web pages.

In Phase 2 with address-bar focus instruction, 
regardless of DH, participants rated 3.5% of the 
legitimate Web pages as unsafe, 16.3% as 
unsure, and 80.3% correctly as safe. Thus, the 
legitimate Web pages were rated as safe when 
instructed to focus on the address bar compared 
to when not instructed to do so. The accuracy of 
the ratings of the fraudulent Web pages was 
higher in the second phase, with 41.6% rated 
correctly as unsafe, 26.8% as unsure, and 31.6% 
as safe. Fraudulent Web pages were correctly 
judged to be unsafe more often in Phase 2 than 
in Phase 1, but there was still not much differ-
ence between DH and DNH.

Safety decision analysis. Chi-square tests 
were conducted on the resulting frequencies of 
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safe and unsafe decisions. Analysis confirmed 
that the legitimate Web pages were classified as 
safe more often than the fraudulent Web pages, 
χ2(1) = 250.22, p < .001. There was also a differ-
ence between the two instructions, χ2(1) = 17.53, 
p < .001, and it interacted with Web page’s legit-
imacy decision, χ2(1) = 6.02, p = .014. Further 
analysis of the two Web page types confirmed 
that the difference was mainly due to the fraudu-
lent Web pages being classified more accurately 
with address-bar focus instruction in the second 
phase, χ2(1) = 23.30, p < .001, whereas the clas-
sification of the authentic Web pages did not dif-
fer across the two phases, χ2(1) < 1.0. DH or 
DNH did not show any effect, χ2(1) = 1.95, p = 
.162, or interact with Web page’s legitimacy 
decision, χ2(1) < 1.0.

Signal detection analysis. As the proportion 
of successful phishing detection ignores the 
influence from legitimate trials, signal detection 
theory methods have also been used to assess 
users’ sensitivity (d ′) and response bias (c) to 
phishing (e.g., Canfield, Fischhoff, & Davis, 
2016). Because each participant in our study 
received only 3 Web pages for each cell of the 
experimental design, many of the hit and false 
alarm rates are 0.0 or 1.0, which makes it inap-
propriate to calculate and analyze d ′ and c for 
each participant. Macmillan and Kaplan (1985) 
noted that in such cases, “Computing a collapsed 
d ′/c from averaged data can be a reliable, rela-
tively unbiased way to estimate true average 
d ′/c” (p. 196). Consequently, we pooled all  
participants’ data and analyzed them using the 
rating method specified by Macmillan and 
Creelman (2004). With this method, empirical 
receiver operating characteristics (ROCs) with 
N–1 pairs of hit and false alarm rates (N = num-
ber or rating categories; 5 in our case) are gener-
ated, from which d ′/c is estimated.

We calculated hits (unsafe rating of phishing 
Web pages) and false alarms (unsafe classification 
of legitimate Web pages) as follows: First, fraudu-
lent and legitimate Web pages’ ratings were 
ordered from 1 to 5 for the four conditions com-
prised of two instructions × DH/DNH, with 1 indi-
cating highest certainty of phishing Web page and 
5 indicating lowest certainty. Then, for each con-
dition, the total number of responses of each rating 
was calculated; for each rating, the proportion of 

trials was computed by summing all responses of 
that rating and lower. Next, a d ′ measure and c 
measure were obtained for each pair of hit and 
false alarm rates. Finally, for each condition, the 
four individual d ′ and c values were averaged to 
obtain an overall d ′ and c (see Table 2).

The overall d ′ values were < 0.5, indicating 
that participants had limited ability to detect 
phishing Web pages. But the detectability 
improvement from Phase 1 (P1) to Phase 2 (P2) 
was numerically larger (d ′P1 = 0.21, d ′P2 = 0.36) 
than the change between DNH and DH (d′DNH = 
0.25, d ′DH = 0.32), consistent with the percent-
age response results. Positive c values indicate 
that participants were biased to identify Web 
pages as safe. This bias decreased when partici-
pants were instructed to focus on the address bar 
(cP1 = 0.57, cP2 = 0.34) but was similar for DNH 
and DH conditions (cDNH = 0.42, cDH = 0.49).

discussion
The results showed a relatively high pro-

portion correct for identifying legitimate Web 
pages across the two phases, and this aspect of 
performance was unchanged between DH and 
DNH. The lack of effect of phase or DH on 
correct identification of the legitimate pages as 
safe could be due to a ceiling in ratings being 
reached already in the first phase. In contrast, 
the proportion of correctly identified phish-
ing pages was low. With the any information 
instruction in the first phase, only about 26% 
of the fraudulent Web pages were identified as 
unsafe, whereas about 50% were incorrectly 
rated as safe. When participants were directed to 
focus on the address bar, identification of phish-
ing Web pages as unsafe improved to nearly 
43%, but the effect of DH was not significant. 
Signal detection analysis of the group data indi-
cated low ability to discriminate the fraudulent 
Web pages from the legitimate ones, with a bias 
to classify most Web pages as safe.

In general, our results are similar to those of 
Lin et al. (2011) in showing a small benefit of 
directing participants to focus on the address bar. 
However, the results showed that this benefit was 
due almost entirely to the address-bar focus 
instruction and not to DH. And the results were 
further verified by the signal detection analysis. 
The take-home messages of Experiment 1 are: (a) 



648 June 2017 - Human Factors

By including the DNH control condition, our 
results provide evidence that the small improve-
ment at identifying fraudulent Web sites in Lin et 
al.’s second phase was mainly due to directing 
participants’ attention to the address bar rather 
than to DH. (b) The increase in classifying 
phishing sites as unsafe when participants were 
instructed to focus on the address bar suggests that 
they do not always attend to the address bar when 
considering the legitimacy of a Web site. (c) The 
fact that less than 50% of fraudulent Web pages 
were accurately judged as such across the two 
phases demonstrates that drawing people’s atten-
tion to the address bar is not sufficient to get accu-
rate decisions.

ExpErImEnt 2: EyE-trackInG study
The results of Experiment 1 imply that users 

do not know how to use the domain name 
information even when they look at the address 
bar and URL. To further understand how users 
allocate attention during Web page browsing, 
we conducted an eye-tracking experiment in 
a laboratory setting to verify whether users 
noticed DH and whether they were able to use it 
during Web page safety judgment.

method
Participants. Thirty-two undergraduate stu-

dents (10 female) with average age of 19 years 
enrolled in introductory psychology courses in 
Purdue University took part for credits toward a 
course requirement. Participants were told they 
were engaging in a study on the visual security 
aids that are typically found in browsers. Four 
participants had computer science–related 
majors, five had engineering-related majors, and 
the other participants were majoring in psychol-
ogy, marketing, chemistry, others, or undecided.

Apparatus and procedure. All stimuli were 
presented using a personal computer and dis-
played on a 22-inch LCD with a 1,920 × 1,200 
pixel resolution and a refresh rate of 60 Hz. To 
measure participants’ gaze pattern, we used an 
EyeLink 1000Plus (SR Research, Ltd., Ontario, 
Canada) remote desktop mounted eye-tracker 
system, averaging 0.25° to 0.5° accuracy. Par-
ticipants sat 80 cm away from the monitor screen 
using a head support tower mounted to the table. 

Each participant’s head position was fixed on a 
padded chinrest and a forehead rest to keep the 
participant’s eyes within the range of the eye 
tracker during the whole experiment. The chin-
rest height was fixed for each participant, but 
participants could be comfortably seated by 
changing their sitting height with the chair lever 
on the right-hand side. The eye-tracker was 
placed on the same table in a fixed position 
between the participant and the monitor, about 
50 cm from the participants. Although viewing 
was binocular, the recording was monocular (a 
standard procedure in eye-tracking studies).

The procedure of Experiment 2 was similar to 
that of Experiment 1, except as noted. After 
signing the consent form, each participant was 
seated and asked to assess his or her familiarity 
with the Web sites in a paper list. The experi-
menter briefly explained any Web site of which 
the participant was unaware. Then, the partici-
pant was asked to place his or her forehead and 
chin on the rests. The eye-tracking calibration 
and validation were conducted before the start of 
the experiment for each participant using a 
13-point calibration grid. The accuracy level of 
the calibration was only accepted when the 
errors in degrees of visual angle were smaller 
than 0.5° on average. The participant was 
required to maintain the same position during 
the whole experiment.

Two sets of 6 different Web pages were pre-
sented in random order in each phase, with one 
set authentic and the other fraudulent. The two 
sets’ legitimacy was counterbalanced between 
participants. Whether the domain was high-
lighted or not was varied between subjects as 
well. The experiment started with loading the 
instructions page. The experimenter read aloud 
the instructions displayed on the monitor and 
made sure the participant was clear about the 
tasks that were to be performed in each phase. 
Trial pages were presented after the participant 
pressed the space bar, on which the left-hand 
fingers rested. Each trial started with a rest page 
for 2 seconds, in which a cross sign was shown 
at the center of a white blank page. This was fol-
lowed by a Web page, which was fake or authen-
tic. A response page was presented when the 
participant finished viewing the Web page by 
pressing the space bar. The participant then 
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clicked one of the buttons from 1 (unsafe) to 5 
(safe) using a computer mouse’s left button with 
their right hand. As in Experiment 1, no feed-
back was given for each Web page’s decision 
response.

Upon completion of the two task phases, each 
participant answered an exit survey, in which the 
experimenter asked five questions and wrote 
down the participant’s responses. The first ques-
tion asked the participant to describe the meth-
ods that he or she used to evaluate the safety of 
the Web page in each phase. After that question 
was answered, the experimenter described DH 
to the participant using the Chrome browser and 
asked whether the participant understood the 
purpose of this feature and whether he or she had 
noticed this feature previously. Following the 
answer, the experimenter explained how DH 
could help people evaluate a Web page’s safety 
and asked the participant to rate the effective-
ness of DH on a 5-point scale (1 = not effective, 
5 = very effective), after which the participant 
was asked to explain why he or she gave that 
particular rating. On average, it took about 20 
minutes to complete the entire session.

results and discussion
Each participant’s safety judgment responses 

and gaze patterns were recorded and extracted 
from the fixation reports generated by the Eye-
Link Data Viewer program. First, the safety 
judgments and signal detection measures were 
analyzed in the same way as Experiment 1. 
Second, the collected gaze data were used to 
compute the number of fixations, mean fixa-
tion duration, and visits in the address bar area, 
referred to as Areas of Interest (AOI). Fixation 
is defined as a pause made by a participant look-
ing at the AOI to extract meaningful informa-
tion. The number of fixations identifies the hits 
on the AOI during the Web page view period. 
Mean fixation duration was calculated by aver-
aging the durations of all fixations hitting AOI 
during Web page view period. Visits define the 
number of glances to the AOI within Web page 
view. Average total viewing time for each Web 
page was also calculated for further analysis 
with regard to the influence of the address-bar 
focus instructions. Third, a heat map analysis 
was conducted to explore participants’ visual 
attention allocation across the AOI and the 

whole Web page. The exit survey data were 
analyzed in the end.

Safety decision analysis. We compared the 
safety decisions for the two phases (see Table 2). 
In Phase 1, regardless of DH, participants rated 
12.5% of the legitimate Web pages as unsure 
and 87.5% correctly as safe. For fraudulent Web 
pages, participants rated 15.6% correctly as 
unsafe, 28.1% as unsure, and 56.3% incorrectly 
as safe. Thus, as in Experiment 1, legitimate 
Web pages were discriminated from fraudulent 
ones to some extent. As before, safety decisions 
between DH and DNH showed similar results 
for both authentic and fraudulent Web pages.

In Phase 2, the overall decisions for the legiti-
mate Web pages were similar, with 3.1% rated 
incorrectly as unsafe, 15.6% as unsure, and 81.3% 
correctly as safe. Thus, the legitimate Web pages 
were rated as safe to a slightly less extent when 
participants were instructed to focus on the address 
bar than when they were not instructed to do so. 
With address-bar focus instructions, 59.4% fraud-
ulent Web pages were rated correctly as unsafe, 
25.0% as unsure, and 15.6% incorrectly as safe. 
Again, the results were likewise between DH and 
DNH for both legitimate and fraudulent Web 
pages (see Table 2).

Chi-square tests were conducted as in Experi-
ment 1 on the frequencies of safe and unsafe deci-
sions. Analysis confirmed that the legitimate Web 
pages were classified as safe more often than were 
the fraudulent Web pages, χ2(1) = 30.609, p < 
.001. There was also a difference between the two 
phases, χ2(1) = 10.385, p = .001, and the interac-
tion between phase and Web page legitimacy was 
at the .05 significance level, χ2(1) = 3.833, p = .05. 
Analysis of each Web page type confirmed that 
the difference was mainly due to the fraudulent 
Web pages being classified more accurately in the 
second phase, χ2(1) = 13.287, p < .001; classifica-
tion of the authentic Web pages did not differ 
across the two phases, χ2(1) < 1. By adding 
whether the domain was highlighted or not as 
another factor, no differences were obtained 
between each condition, χ2(1) < 1.0.

Signal detection analysis. We estimated d ′ 
and c values in the same way as in Experiment 1. 
The overall detectability of phishing Web pages 
indicated modest detection ability (see Table 2). 
Same as Experiment 1, the detectability of 
phishing Web pages increased from Phase 1 to 
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Phase 2 (d ′P1 = 0.67, d ′P2 = 1.49); the difference 
between DNH and DH was much less (d ′DNH = 
0.97, d ′DH = 1.14). As in Experiment 1, partici-
pants showed an overall bias to classify Web 
pages as safe, and this bias was less in Phase 2 
than in Phase 1 (cP1 = 0.80, cP2 = 0.45). But, the 
bias was numerically higher with DNH than DH 
(cDNH = 0.74, cDH = 0.51).

The safety decision results and signal detec-
tion analysis measures were similar to those 
obtained in the online study, verifying the bene-
fit of instructing participants to focus on the 
address bar. The results provide further evidence 
that the improvement at identifying fraudulent 
Web sites in the second phase was mainly due to 
directing participants’ attention to the address 
bar rather than to DH. Besides, the benefit of 
directing users’ attention to the address bar was 
larger in the current experiment than in the 
online study. Although participants spent 20 
minutes in the eye-tracking experiment, the Web 
pages’ view time was in a similar range as the 
online study. Therefore, we suspect that the bet-
ter performance and increased sensitivity are 
mainly due to more engagement in the task of 
participants within a controlled environment set-
ting as bias in the two experiments was similar.

Eye-movement data analysis. We wanted to 
understand whether participants naturally 
looked at the address bar area and how much 

time they spent on the area. We were also inter-
ested in knowing whether there were any differ-
ences when instructions were varied and whether 
the instructions interacted with DH. Gaze pat-
tern measurements results are listed in Table 3. 
We conducted a mixed analysis of variance 
(ANOVA) with legitimacy (authentic vs. fraud-
ulent) and instruction (any information vs. 
address-bar focus) as within-subject factors and 
domain highlighting (DH vs. DNH) as a 
between-subjects factor for each measurement.

Total viewing time on each Web page. Total 
viewing time was calculated by subtracting the 
Web page presentation time from the rating page 
presentation time for each participant. ANOVA 
results showed main effects of instruction, F(1, 
30) = 25.872, p < .001, ηp

2
 = .463, and legiti-

macy, F(1, 30) = 16.041, p < .001, ηp
2
 = .348. 

Longer time was spent for the any information 
phase than the address-bar focus phase, and the 
viewing time for fraudulent pages was longer 
than legitimate pages.

The percentage of the total fixation time rela-
tive to the whole Web page view time was also 
analyzed. The results showed a main effect of 
instruction, F(1, 30) = 29.080, p < .001, ηp

2
 = .492: 

The percentage was higher for “address-bar 
focus” instructions than the “any information” 
instructions. Although there was no main effect 
of legitimacy, F < 1, the two-way interaction 

TAbLe 3: Gaze Pattern Results for Safety Decisions: Mean Total Fixation Duration (milliseconds), 
Number of Fixations, Number of Visits, Total Web Page View Time (milliseconds), and Total Fixation 
Time/Total Web Page View Time in Experiment 2

First Phase (Any Information) Second Phase (Address-Bar Focus)

Domain  
Highlighting

Domain  
Non-Highlighting

Domain  
Highlighting

Domain  
Non-Highlighting

Measure
Legiti- 
mate

Fraudu- 
lent

Legiti- 
mate

Fraudu-
lent

Legiti- 
mate

Fraudu-
lent

Legiti- 
mate

Fraudul- 
ent

Total fixation duration 383 435 707 1,008 1,212 1,495 949 1,412
Number of fixations 1.5 1.5 2.6 3.0 4.2 4.4 3.2 4.2
Number of visits 0.9 0.9 1.0 1.2 1.3 1.1 1.1 1.3
Total Web page view 

time
8,916 9,796 6,720 7,821 5,148 5,978 4,010 4,711

Total fixation time/total  
Web page view time, %

5.5 4.8 7.3 10.2 26.0 24.6 26.1 29.7
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between legitimacy and DH was significant, 
F(1, 30) = 4.874, p = .035, ηp

2
 = .140. The total 

fixation time ratio was larger for legitimate Web 
pages when the domain was highlighted, whereas 
the ratio was larger for fraudulent Web pages 
when the domain was not highlighted.

Total fixation time, number of fixations, and 
number of visits. From Table 3, one can gener-
ally see a lower average number of fixations and 
shorter total fixation time in the any information 
phase. The number of fixations and the averaged 
fixation duration were highest when domain 
names were highlighted in the address-bar focus 
phase. These patterns seem not to differ between 
legitimate and fraudulent Web pages.

ANOVA results of total fixation time showed 
main effects of instruction, F(1, 30) = 6.895, p = 
.013, ηp

2
 = .187, and legitimacy, F(1, 30) = 

10.074, p = .003, ηp
2
 = .251. No terms involving 

DH were significant or approached significance, 
Fs < 2.057. Number of fixations showed a simi-
lar pattern as total fixation time. The main effect 
of instruction, F(1, 30) = 6.557, p = .016, ηp

2
 = 

.179, was significant, but the main effect of 
legitimacy, F(1, 30) = 3.297, p = .079, ηp

2
 = .099, 

only approached significance. When the domain 
name was highlighted, the number of visits of 
the authentic Web pages increased, whereas the 
number of visits of the fraudulent Web pages 
decreased. ANOVA results showed that the two-
way interaction of Legitimacy × DH was at the 
.05 level, F(1, 30) = 4.036, p = .053, ηp

2
 = .119.

We also conducted a correlation analysis 
between the total fixation time and the ratings. 
For authentic Web pages, there was no signifi-
cant correlation, p = .707, but the ratings of 
fraudulent Web pages were negatively corre-
lated with the total fixation time, rcor = –.220,  
p < .001. This negative correlation was signifi-
cant for the any information phase, rcor = –.251, 
p < .001, but not the address-bar focus phase. 
Further, this negative correlation was significant 
for the DNH condition, rcor = –.327, p < .001, but 
not the DH condition.

Based on the eye-movement analysis, we fur-
ther confirmed that participants can differentiate 
legitimate and fraudulent Web pages. In general, 
participants fixated less frequently and for less 
time on the legitimate Web pages than on the 
fraudulent ones. When directed to look at the 
address bar area, participants dwelled more, made 

more fixations, and visited more often. Therefore, 
the effectiveness of attending to the address bar 
area was further verified. However, like the safety-
judgment results, DH did not show any significant 
impact on the eye movements’ results either, indi-
cating that participants did not attend to the high-
lighted domain at all or attended to it but did not 
know what it indicated, which was also evident in 
the correlation analysis.

Visual attention on Web pages. To under-
stand whether participants attended to the high-
lighted domain or not, we did a further analysis 
based on heat maps. Heat maps can illustrate 
visual attention by manifesting the fixation loca-
tions and fixation duration across regions within 
the stimuli (Duchowski, 2007; Rayner, 2009). 
The fixation regions are highlighted by shades in 
the green-red color spectrum, with green indi-
cating the shortest fixation durations and red sig-
nifying the longest durations. The heat maps 
were generated based on fixations within a Web 
page view period by using a Gaussian function, 
and the outer 10% of the fixation distributions 
were trimmed from the raw data (SR Research, 
2009). Thus, shaded areas in the heat maps 
received 90% of total fixations during Web page 
view.

We listed the results of Chase Bank (Figures 2 
and 3) and Hotmail (Figures 4 and 5) as two exam-
ples to illustrate the details of the pattern obtained in 
the heat maps. A close look at the heat maps in each 
figure suggests that participants’ visual attention 
was primarily clustered at the region of the Web 
page content in the any information phase (first row 
of Figures 2–5). In particular, participants tended to 
spend more time looking at the sign-in and logos 
(shown as red shades), consistent with previous 
studies (e.g., Arianezhad et al., 2013). In addition, it 
is worth noting that participants were attending to 
the address bar area but to a much less extent in the 
first phase, regardless of whether the domain name 
was highlighted or not. Furthermore, comparison 
between the first rows of legitimate (Figures 2 and 
4) and fraudulent (Figures 3 and 5) Web pages 
showed that participants seemed to pay more atten-
tion to the address bar when viewing fraudulent 
Web pages. When directed to focus on the address 
bar, participants spread their attention mainly across 
the whole URL in the address bar to a larger extent 
than in the first phase (see Figures 2–5 bottom row). 
Most important, participants mainly paid attention 
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to a small region at the very left part of the address 
bar when they looked at DNH fraudulent Web 
pages (see Figures 3 and 5 left panel), indicating 
that they usually relied on security lock or the 
beginning of a URL for the safety decision. 
When the domain name was highlighted, more 
attention was paid to the domain (see Figures 3 
and 5 right panel). Thus, participants seemed 
aware of the phishing, but the high proportion of 
incorrect safety decisions of fraudulent Web 

pages suggests participants lacked knowledge of 
reliable cues to identify Web page’s legitimacy.

One heat map for each of the 12 Web pages in 
each condition was also created for reference, and 
these are presented in Figures 6 to 13 in the Appen-
dix. Within each figure, the heat maps are listed 
according to the order in Table 1, and Web pages 
from each set are paired, starting with Web pages 
from Set 1. Figures 6 to 9 are results of each condi-
tion for legitimate Web pages and Figures 10 to 13 

Figure 2. Legitimate Web page heat map, Chase.

Figure 3. Fraudulent Web page heat map, Chase.
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are results of each condition for fraudulent Web 
pages (see the figure caption for details).

The first phase in the current experiment was 
designed to simulate a natural Web page view. 
Although participants paid most of their attention 
to the visual cues, security information was also 
checked, but to a lesser extent. The security cues 
that participants used were mainly the green lock 

in the very beginning of the URL. When partici-
pants were motivated to pay more attention to the 
address bar, they extended their attention across 
the whole URL but still focused on the very left 
part. When the domain name was highlighted, 
participants attended more to the domain name, 
and their attention was also less distributed. Com-
bined with the judgment results and eye-gaze  

Figure 5. Fraudulent Web page heat map, Hotmail.

Figure 4. Legitimate Web page heat map, Hotmail.
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pattern analysis, these findings indicate that par-
ticipants may not understand the intent of the DH 
and cannot connect it to the security.

Exit survey analysis. Answers and comments 
were recorded for each of the five exit survey 
questions. The frequency of answers for Ques-
tions 1 to 4 are summarized in Table 4. For the 
first question, the methods participants used 
were categorized into three types separately by 
the experimenter and a rater who was blind to 
the purpose of the study. The categories were 
sufficiently distinct that there was no disagree-
ment between the two raters.

Participants mainly relied on Web page appear-
ance cues in Phase 1. For participants who stated 
that they used the address bar area for the safety 
judgment, most mentioned the green lock icon, 
HTTPS, or URL length, and none mentioned the 
DH feature. For the participants who mentioned 
URL length, all assumed that the longer the URL, 
the less secure the Web page, suggesting their lack 
of knowledge of URLs. Most participants were 
not aware of the DH feature previous and did not 
understand its intention. After the experimenter 
explained how DH could help people evaluate a 
Web page’s safety, 21 participants gave a rating of 
< 4 for the effectiveness of DH, indicating a per-
ceived ineffectiveness. When those participants 

were asked as a final question why they thought 
DH was ineffective, “hard to notice” was the most 
frequent reply. In general, the exit survey results 
suggest that DH is not effective at attracting users’ 
attention and the safety usage of the DH is not self-
explanatory.

GEnEral dIscussIon
The primary motivation for our study was 

to assess the effectiveness of DH at influencing 
users’ safety decisions of Web pages. The eye-
tracking results showed that users’ attention was 
directed to focus on the highlighted domain when 
they were explicitly asked to identify a Web site 
as safe or unsafe by focusing on the address bar 
area. However, the safety decision results indi-
cate that users did not necessarily recognize the 
domain name or did not know that it can be used 
to decide the Web site’s legitimacy. The failure 
of the latter two assumptions of DH was further 
verified in the exit survey of Experiment 2, in 
which 11 of 16 participants in the DH condition 
said they did not notice this feature previously, 
and 15 of them did not know what it was used for. 
Therefore, besides drawing people’s attention, the 
knowledge required to process the security indi-
cator’s information in a meaningful way seems 
more critical for correct safety decisions.

TAbLe 4: Exit Survey Results Summary

First Phase Second Phase

Question 1 (methods used to evaluate the safety of the Web  
page in each phase)

 

 Address bar area only  4 21
 Web page appearance only 15  0
 Mixture of address bar and Web page’s appearance 13 11
Question 2 (noticed domain highlighting previously)
 Yes 11
 No 20
Question 3 (understood the intention of domain highlighting)
 Yes 5
 No 27
Question 4 (effectiveness of domain highlighting)
 1 (not effective) 4
 2 6
 3 11
 4 11
 5 (very effective) 0
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The heat map results also showed that partici-
pants who attended to the address bar without 
explicit instructions mainly focused their attention 
to the very left part of the address bar area, which 
is consistent with their subjective report in the exit 
survey of using the lock or HTTPS. However, this 
natural behavior pattern may become a vulnerabil-
ity for security decisions because the Certificate 
Authorities can be subverted (e.g., Microsoft, 
2007) and fraudulent certificates can also be 
obtained by hackers (e.g., Bright, 2011a, 2011b). 
Besides, a significant number of phishing attacks 
have been reported being run on sites over HTTPS, 
for which SSL certifications have been issued 
(Netcraft, 2013). Relatedly, Wogalter and May-
horn (2008) examined how quality seals associ-
ated with Web sites influence the credibility beliefs 
of the Web site and found the fictitious seals were 
rated as high as or higher than the seals actually 
used by reputable Web sites. Seals of approval, 
like the lock in the address bar area, are created by 
third-party organizations to represent a conforma-
tion to some set of standards of the Web site. It 
indicates some level of security and confidential-
ity and enhances the user’s perceived credibility of 
the Web site. Wogalter and Mayhorn’s results sug-
gest a lack of discrimination or over-trust of the 
indicators issued by third parties. Therefore, it is 
dangerous for users to take for granted that the 
presence of a lock or HTTPS assures safety, which 
motivates the promotion of domain name in iden-
tifying phishing Web pages.

We also obtained a similar pattern of the 
fraudulent Web pages for which no security 
indicators were presented in the very left loca-
tion, suggesting that users may follow their daily 
reading direction to process URL information. 
URLs work best when they are short and simple 
because this makes clear what they are. How-
ever, lengthy and complex URLs are used com-
monly, which confuses users. Thus, some people 
tend to judge the long and complex URLs as 
unsafe. One solution to increase the effective-
ness of DH is to move the highlighted domain to 
the very beginning of the URL, which caters to 
the habit of users to attend to that location. Put-
ting the domain name at the beginning of the 
URL may also facilitate users’ recognition of the 
domain name because the “/” structure used in 
the URL is compatible to the structure used in 
PCs for file management, with which users are 
familiar. Placing the domain name at the begin-

ning of the URL also puts the highlighted 
domain name closer to the Extended Validation 
(EV) certificates or other security indicators. 
Thus, a better detection rate is expected because 
there are multiple cues together to help users 
identify fraudulent Web pages.

Another reason to put emphasis on the domain 
name is that the placements of security indica-
tors are not consistent across Web browsers. For 
example, the lock (Web site identification infor-
mation) is located to the right end of the address 
bar in Internet Explorer, whereas the lock is 
placed before the URL in the address bar area 
for Chrome and Firefox. For Safari, the lock is 
placed just before the domain name. Thus, for 
Internet Explorer, users who do not notice the 
lock can still use the highlighted domain to facil-
itate the safety decision.

limitations
In the present study, we presented Web page 

snapshots to the participants. Although this 
method kept participants focused on the tasks 
they were performing, they did not have a chance 
to interact with the Web pages as they would in 
the real-life environment. Also, participants were 
instructed to focus on security during both experi-
ments, whereas security is often a secondary 
concern for users. Even though participants were 
more highly motivated than in the real world, 
the poor detection of phishing Web pages sug-
gests that the results may be worse in naturalistic 
settings. Finally, the participants in Experiment 
2 were young, educated students, and the eye-
movement results need to be validated further in 
the general population of Web users.

practical Implications
Task performance results of Experiments 1 

and 2 suggest that the ineffectiveness of DH is 
probably due to people’s lack of knowledge about 
how to use the highlighted information, which 
was confirmed by the heat map results showing 
that participants’ visual attention distribution was 
impacted by the DH. Therefore, training people 
how to use the domain name to identify a phish-
ing Web page becomes essential for improving 
the effectiveness of DH (e.g., Kumaraguru et al., 
2009). We suggest the possibility to describe DH 
explicitly with other phishing prevention tech-
niques, such as a phishing warning. In the hybrid 
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method, users would be instructed in the warning 
that they cannot rely on the content of the Web 
page and to check the highlighted domain name to 
verify that the Web site is the one it purports to be.

Because people also have difficulty discrimi-
nating the credibility of Web sites based on domain 
names (Wogalter & Mayhorn, 2008), the legiti-
mate domain name or the method how to find the 
legitimate domain name should also be included 
in the warning for a comparison. Besides, a high-
lighted phishing name together with the legitimate 
domain name in the warning provide an instance 
of the common domain name phishing methods of 
which users should be aware. McDougald and 
Wogalter (2014) evaluated whether the use of rel-
evant highlighting could benefit comprehension 
with a set of warning-related pictorials and found 
that comprehension of warning pictorials was 
higher for a relevant highlighting condition than 
less relevant highlighting and no highlighting con-
ditions. The use of appropriately placed highlight-
ing could benefit the design of a complex symbol 
by pointing out pertinent areas to aid in determin-
ing its intended conceptual meaning. Therefore, 
the hybrid method that we suggest is promising 
for helping users to avoid falling for phishing 
attacks. It also uses every phishing case as an 
opportunity to train users to exercise their knowl-
edge. This method should foster habits in users to 
check each visited Web page’s domain name.

conclusIon
In the two reported experiments, the task per-

formance results showed some benefit of direct-
ing users’ attention to the address bar, but DH did 
not provide effective protection against phish-
ing attacks. Although participants’ eye move-
ments only showed statistical differences between 
phases and Web page legitimacy, the heat map 
results revealed that participants’ fixations were 
scattered less when the domain name was high-
lighted than when it was not. Thus, participants 
indeed fixated more on the highlighted domain, 
although this apparently had little benefit on 
detecting that a Web page was fraudulent. Our 
findings suggest that the failure of DH is probably 
due to people’s lack of knowledge about how to 
use the highlighted information.
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Figure 6. Phase 1 heat maps of all legitimate Web pages with domain non-highlighted.

appEndIx
Heat maps for different web page types in Each phase
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Figure 7. Phase 1 heat maps of all legitimate Web pages with domain highlighted.

Figure 8. Phase 2 heat maps of all legitimate Web pages with domain non-highlighted.

Figure 9. Phase 2 heat maps of all legitimate Web pages with domain highlighted.
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Figure 10. Phase 1 heat maps of all fraudulent Web pages with domain non-highlighted.

Figure 11. Phase 1 heat maps of all fraudulent Web pages with domain highlighted.

Figure 12. Phase 2 heat maps of all fraudulent Web pages with domain non-highlighted.
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kEy poInts
 • We pursue a two-level measurement of users’ 

information processing of a security indicator 
(the domain name), examining decisions about 
whether a Web page is safe and tracking the loca-
tions on which users fixate while making their 
safety decisions.

 • Domain highlighting has little benefit on judg-
ments of Web page legitimacy, although there is 
some benefit of directing a person’s attention to 
the address bar.

 • When participants attend to the domain highlight-
ing function, lack of knowledge of the domain 
name or how to use the domain name limits the 
effectiveness of the highlighting.
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