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Abstract—An incremental learning algorithm is intro-
duced for learning new information from additional data
that may later become available, after a classifier has al-
ready been trained using a previously available database.
The proposed algorithm is capable of incrementally learn-
ing new information without forgetting previously acquired
knowledge and without requiring access to the original
database, even when new data include examples of previ-
ously unseen classes. Scenarios requiring such a learning
algorithm are encountered often in nondestructive evalua-
tion (NDE) in which large volumes of data are collected in
batches over a period of time, and new defect types may
become available in subsequent databases. The algorithm,
named Learn++, takes advantage of synergistic general-
ization performance of an ensemble of classifiers in which
each classifier is trained with a strategically chosen subset
of the training databases that subsequently become avail-
able. The ensemble of classifiers then is combined through
a weighted majority voting procedure. Learn++ is inde-
pendent of the specific classifier(s) comprising the ensem-
ble, and hence may be used with any supervised learning
algorithm. The voting procedure also allows Learn++ to
estimate the confidence in its own decision. We present the
algorithm and its promising results on two separate ultra-
sonic weld inspection applications.

I. Introduction

An increasing number of nondestructive evaluation
(NDE) applications resort to pattern recognition-

based automated-signal classification (ASC) systems for
distinguishing signals generated by potentially harmful de-
fects from those generated by benign discontinuities. The
ASC systems are particularly useful in:

• accurate, consistent, and objective interpretation of
ultrasonic, eddy current, magnetic flux leakage, acous-
tic emission, thermal or a variety of other NDE signals;
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• applications calling for analysis of large volumes of
data; and/or

• applications in which human factors may introduce
significant errors.

Such NDE applications are numerous, including but are
not limited to, defect identification in natural gas trans-
mission pipelines [1], [2], aircraft engine and wheel compo-
nents [3]–[5], nuclear power plant pipings and tubings [6],
[7], artificial heart valves, highway bridge decks [8], optical
components such as lenses of high-energy laser generators
[9], or concrete sewer pipelines [10] just to name a few.

A rich collection of classification algorithms has been
developed for a broad range of NDE applications. However,
the success of all such algorithms depends heavily on the
availability of an adequate and representative set of train-
ing examples, whose acquisition is often very expensive
and time consuming. Consequently, it is not uncommon for
the entire data to become available in small batches over
a period of time. Furthermore, new defect types or other
discontinuities may be discovered in subsequent data col-
lection episodes. In such settings, it is necessary to update
a previously trained classifier in an incremental fashion to
accommodate new data (and new classes, if applicable)
without compromising classification performance on pre-
ceding data. The ability of a classifier to learn under these
constraints is known as incremental learning or cumula-
tive learning. Formally, incremental learning assumes that
the previously seen data are no longer available, and cu-
mulative learning assumes that all data are cumulatively
available. In general, however, the terms cumulative and
incremental learning are often used interchangeably.

Scenarios requiring incremental learning arise often in
NDE applications. For example, in nuclear power plants,
ultrasonic and eddy current data are collected in batches
from various tubings or pipings during different outage
periods in which new types of defect or nondefect indi-
cations may be discovered in aging components in sub-
sequent inspections. The ASC systems developed using
previously collected databases then would become inad-
equate in successfully identifying new types of indications.
Furthermore, even if no additional defect types are added
to the database, certain applications may inherently need
an ASC system capable of incremental learning. Gas trans-
mission pipeline inspection is a good example. The network
in the United States consists of over 2 million kilometers of
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gas pipelines, which are typically inspected by using mag-
netic flux leakage (MFL) techniques, generating 10 GB of
data for every 100 km of pipeline [2]. The sheer volume of
data generated in such an inspection inevitably requires an
incremental learning algorithm, even if the entire data are
available all at once. This is because current algorithms
running on commercially available computers are simply
not capable of analyzing such immense volumes of data at
once due to memory and processor limitations.

Another issue that is of interest in using the ASC sys-
tems is the confidence of such systems in their own de-
cisions. This issue is of particular interest to the NDE
community [11] because ASC systems can make mistakes,
by either missing an existing defect or incorrectly classi-
fying a benign indication as a defect (false alarm). Both
types of mistakes have dire consequences; missing defects
can cause unpredicted and possibly catastrophic failure of
the material, and a false alarm can cause unnecessary and
premature part replacement, resulting in serious economic
loss. An ASC system that can estimate its own confidence
would be able to flag those cases in which the classification
may be incorrect, so that such cases then can be further
analyzed. Against this background, an algorithm that can:

• learn from new data without requiring access to pre-
viously used data,

• retain the formerly acquired knowledge,
• accommodate new classes, and
• estimate the confidence in its own classification

would be of significant interest in a number of NDE ap-
plications. In this paper, we present the Learn++ algo-
rithm that satisfies these criteria by generating an ensem-
ble of simple classifiers for each additional database, which
are then combined using a weighted majority voting algo-
rithm. An overview of incremental learning as well as en-
semble approaches will be provided. Learn++ is then for-
mally introduced along with suitable modifications and im-
provements for this work. We present the promising clas-
sification results and associated confidences estimated by
Learn++ in incrementally learning ultrasonic weld inspec-
tion data for two different NDE applications.

Although the theoretical development of such an algo-
rithm is more suitable, and therefore reserved for a journal
on pattern recognition or knowledge management [12], the
authors feel that this algorithm may be of specific interest
to the audience of this journal as well as to the general
NDE community. This is true in part because the algo-
rithm was originally developed in response to the needs
of two separate NDE problems on ultrasonic weld inspec-
tion for defect identification, but more importantly due to
countless number of other related applications that may
benefit from this algorithm.

II. Background

A. Incremental Learning

A learning algorithm is considered incremental if it can
learn additional information from new data without having

access to previously available data. This requires that the
knowledge formerly acquired from previous data should
be retained while new information is being learned, which
raises the so-called stability-plasticity dilemma [13]; some
information may have to be lost to learn new information,
as learning new information will tend to overwrite formerly
acquired knowledge. Thus, a completely stable classifier
can preserve existing knowledge but cannot accommodate
new information, but a completely plastic classifier can
learn new information but cannot retain prior knowledge.
The problem is further complicated when additional data
introduce new classes. The challenge then is to design an
algorithm that can acquire a maximum amount of new
information with a minimum loss of prior knowledge by
establishing a delicate balance between stability and plas-
ticity.

The typical procedure followed in practice for learning
new information from additional data involves discarding
the existing classifier and retraining a new classifier us-
ing all data that have been accumulated thus far. How-
ever, this approach does not conform to the definition of
incremental learning, as it causes all previously acquired
knowledge to be lost, a phenomenon known as catastrophic
forgetting (or interference) [14], [15]. Not conforming to
the incremental learning definition aside, this approach
is undesirable if retraining is computationally or finan-
cially costly, but more importantly it is unfeasible for pro-
hibitively large databases or when the original dataset is
lost, corrupted, discarded, or otherwise unavailable. Both
scenarios are common in practice; many applications, such
as gas transmission pipeline analysis, generate massive
amounts of data that renders the use of entire data at
once impossible. Furthermore, unavailability of prior data
is also common in databases of restricted or confidential
access, such as in medical and military applications in gen-
eral, and the Electric Power Research Institute’s (EPRI)
NDE Level 3 inspector examination data in particular.

Therefore, several alternative approaches to incremen-
tal learning have been developed, including online learning
algorithms that learn one instance at a time [16], [17], and
partial memory and boundary analysis algorithms that
memorize a carefully selected subset of extreme examples
that lie along the decision boundaries [18]–[22]. However,
such algorithms have limited applicability for realworld
NDE problems due to restrictions on classifier type, num-
ber of classes that can be learned, or the amount of data
that can be analyzed.

In some studies, incremental learning involves con-
trolled modification of classifier weights [23], [24], or incre-
mentally growing/pruning of classifier architecture [25]–
[28]. This approach evaluates current performance of the
classifier and adjusts the classifier architecture if and when
the present architecture is not sufficient to represent the
decision boundary being learned. One of the most success-
ful implementations of this approach is ARTMAP [29].
However, ARTMAP has its own drawbacks, such as clus-
ter proliferation, sensitivity of the performance to the se-
lection of the algorithm parameters, to the noise levels in
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the training data, or to the order in which training data
are presented. Various approaches have been suggested to
overcome such difficulties [30]–[32], along with new algo-
rithms, such as growing neural gas networks [33] and cell
structures [34], [35]. A theoretical framework for the de-
sign and analysis of incremental learning algorithms is pre-
sented in [36].

B. Ensemble of Classifiers

Learn++, the proposed incremental learning algorithm,
is based on the ensemble of classifiers approach. Ensemble
approaches typically aim at improving the classifier accu-
racy on a complex classification problem through a divide-
and-conquer approach. In essence, a group of simple classi-
fiers is generated typically from bootstrapped, jackknifed,
or bagged replicas of the training data (or by changing
other parameters of the classifier), which then are com-
bined through a classifier combination scheme, such as the
weighted majority voting [37]. The ensemble generally is
formed from weak classifiers to take advantage of their so-
called instability [38]. This instability promotes diversity
in the classifiers by forcing them to construct sufficiently
different decision boundaries (classification rules) for mi-
nor modifications in their training datasets, which in turn
causes each classifier to make different errors on any given
instance. A strategic combination of these classifiers then
eliminates the individual errors, generating a strong clas-
sifier. Formal definitions of weak and strong classifiers can
be found in [39].

Learn++ is in part inspired by the AdaBoost (adap-
tive boosting) algorithm, one of the most successful im-
plementations of the ensemble approach. Boosting creates
a strong learner that can achieve an arbitrarily low er-
ror rate by combining a group of weak learners that can
do barely better than random guessing [40], [41]. Ensem-
ble approaches have drawn much interest and hence have
been well researched. Such approaches, include but are not
limited to, Wolpert’s stacked generalization [42], and Jor-
dan’s hierarchical mixture of experts (HME) model [43],
as well as Schapire’s AdaBoost. Excellent reviews of vari-
ous methods for combining classifiers can be found in [44],
[45], and an overall review of the ensemble approaches can
be found in [46]–[49].

Research in ensemble systems has predominantly con-
centrated on improving the generalization performance in
complex problems. Feasibility of ensemble classifiers in in-
cremental learning, however, has been largely unexplored.
Learn++ was developed to close this gap by exploring the
prospect of using an ensemble systems approach specifi-
cally for incremental learning [12].

III. Learn++ as an Ensemble Approach for

Incremental Learning

A. The Learn++ Algorithm

In essence, Learn++ generates a set of classifiers
(henceforth hypotheses) and combines them through

weighted majority voting of the classes predicted by the
individual hypotheses. The hypotheses are obtained by
training a base classifier, typically a weak learner, using
instances drawn from iteratively updated distributions of
the training database. The distribution update rule used
by Learn++ is strategically designed to accommodate ad-
ditional datasets, in particular those featuring new classes.
Each classifier added to the ensemble is trained using a set
of examples drawn from a weighted distribution that gives
higher weights to examples misclassified by the previous
ensemble. The Learn++ algorithm is explained in detail
below, and a block diagram appears in Fig. 1.

For each database Dk, k = 1, . . . ,K that becomes avail-
able, the inputs to Learn++ are labeled training data
Sk = {(xi, yi) | i = 1, . . . ,mk} where xi and yi are train-
ing instances and their correct classes, respectively; a
weak-learning algorithm BaseClassifier; and an integer Tk,
the maximum number of classifiers to be generated. For
brevity we will drop the subscript k from all other internal
variables. BaseClassifier can be any supervised algorithm
that achieves at least 50% correct classification on Sk af-
ter being trained on a subset of Sk. This is a fairly mild
requirement. In fact, for a two-class problem, this is the
least that can be expected from a classifier.

At each iteration t, Learn++ first initializes a distri-
bution Dt, by normalizing a set of weights, wt, assigned
to instances based on their individual classification by the
current ensemble (Step 1):

Dt = wt

/ m∑
i=1

wt(i). (1)

Learn++ then dichotomizes Sk by drawing a training
subset TRt and a test subset TEt according to Dt (Step
2). Unless there is prior reason to choose otherwise, Dt
is initially set to be uniform, giving equal probability to
each instance to be selected into TR1. Learn++ then calls
BaseClassifier to generate the tth classifier, hypothesis ht

(Step 3). The error of ht is computed on Sk = TRt +
TEt by adding the distribution weights of all misclassified
instances (Step 4):

εt =
∑

i:ht(xi)�=yi

Dt(i) =
mk∑
i=1

Dt(i) [|ht(xi) �= yi|] ,
(2)

where [|•|] is 1 if the predicate is true, and 0 otherwise.
If εt > 1/2, the current ht is discarded and a new ht is
generated from a fresh set of TRt and TEt. If εt < 1/2,
then the normalized error βt is computed as:

βt = εt

/
(1 − εt), 0 < βt < 1. (3)

All hypotheses generated in the previous t iterations
then are combined using weighted majority voting (Step
5) to construct the composite hypothesis Ht:

Ht = arg max
y∈Y

∑
t:ht(x)=y

log
1
βt

. (4)
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Fig. 1. The block diagram of the Learn++ algorithm for each database Sk that becomes available.

Ht decides on the class that receives the highest total
vote from individual hypotheses. This voting is less than
democratic, however, as voting weights are based on the
normalized errors βt: hypotheses with lower normalized er-
rors are given larger weights, so that the classes predicted
by hypotheses with proven track records are weighted more
heavily. The composite error Et made by Ht then is com-
puted as the sum of distribution weights of instances mis-
classified by Ht (Step 6) as:

Et =
∑

i:Ht(xi)�=yi

Dt(i) =
mk∑
i=1

Dt(i) [|Ht(xi) �= yi|] .
(5)

If Et > 1/2, a new ht is generated using a new training
subset. Otherwise, the composite normalized error is com-
puted as:

Bt = Et

/
(1 − Et), 0 < Bt < 1. (6)

The weights wt(i) then are updated to be used in com-
puting the next distribution Dt+1, which in turn is used
in selecting the next training and testing subsets, TRt+1
and TEt+1, respectively. The following distribution update
rule then allows Learn++ to learn incrementally (Step 7):

wt+1(i) = wt(i) × B
1−[|Ht(xi)�=yi|]
t

= wt(i) ×
{

Bt, if Ht(xi) = yi,

1, otherwise
,

(7)

According to this rule, weights of instances correctly
classified by the composite hypothesis Ht are reduced
(since 0 < Bt < 1), and the weights of misclassified in-
stances are kept unchanged. After normalization (in Step
1 of iteration t + 1), the probability of correctly classified
instances being chosen into TRt+1 is reduced, and those of
misclassified ones are effectively increased. Readers famil-
iar with AdaBoost will notice the additional steps of cre-
ation of the composite hypothesis Ht in Learn++ as one

of the main differences between the two algorithms. Ad-
aBoost uses the previously created hypothesis ht to update
the weights, and Learn++ uses Ht and its performance on
weight update. The focus of AdaBoost is only indirectly
based on the performance of the ensemble, but more di-
rectly on the performance of the previously generated sin-
gle hypothesis ht; and Learn++ focuses on instances that
are difficult to classify—instances that have not yet been
properly learned—by the entire ensemble generated thus
far. This is precisely what allows Learn++ to learn in-
crementally, especially when additional classes are intro-
duced in the new data; concentrate on newly introduced
instances, particularly those coming from previously un-
seen classes, as these are precisely the instances that have
not been learned yet by the ensemble, and hence most dif-
ficult to classify.

After Tk hypotheses are generated for each database
Dk, the final hypothesis Hfinal is obtained by combining
all hypotheses that have been generated thus far using
the weighted majority-voting rule (Step 8), which chooses
the class that receives the highest total vote among all
classifiers:

Hfinal(x) = arg max
y∈Y

K∑
k=1

∑
t:ht(x)=y

log
1
βt

,

t = 1, 2, · · · , Tk.

(8)

B. Dynamically Updating Voting Weights

We note that in the previously described algorithm, vot-
ing weights are determined—and fixed prior to testing—
based on individual performances of hypotheses on their
own training data subset. This weight-assigning rule does
make sense, and indeed works quite well in practice [12].
However, because each classifier is trained only on a small
subset of the entire training data, good performance on
one subset does not ensure similar performance on field
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data. Therefore, a rule that dynamically estimates which
hypotheses are likely to correctly classify each unlabeled
field data and gives higher voting weights to those hy-
potheses should give better performance.

Statistical distance metrics, such as Mahalanobis dis-
tance, can be used to determine the distance of the un-
known instance to the datasets used to train individual
classifiers. Classifiers trained with datasets closer to the
unknown instance then can be given larger weights. Note
that this approach does not require the (previously used)
training data to be saved but only the mean and covariance
matrices, which are typically much smaller in size than the
original data.

In this work, class-specific Mahalanobis distance is in-
troduced as a modification to the original Learn++ vot-
ing weights. We first define TRtc as a subset of TRt (the
training data used during the tth iteration), where TRtc

includes only those instances of TRt that belong to class
c, that is:

TRtc = {xi | xi ∈ TRt & yi = c} � TRt =
C⋃

c=1

TRtc,
(9)

where C is the total number of classes. We define the class-
specific Mahalanobis distance of an unknown instance x to
class-c training instances of tth classifier as:

Mtc = (x − mtc)
T C−1

tc (x − mtc) ,

c = 1, 2, · · · , C,
(10)

where mtc is the mean of TRtc, and Ctc is the covariance
matrix of TRtc. The Mahalanobis distance-based weight
MWt of the tth hypothesis then can be obtained as (or as
a function of):

MWt =
1

min (Mtc)
, c = 1, 2, · · · , C. (11)

Eq. (10) and (11) find the minimum Mahalanobis dis-
tance between instance x and each one of the C data sub-
sets TRtc, and assigns the Mahalanobis weight of the tth

hypothesis as the reciprocal of this minimum Mahalanobis
distance. Note that the class-specific Mahalanobis distance
is dependent on the particular instance that is being classi-
fied. Therefore, this procedure updates the voting weights
for each incoming test data instance, and hence provides
a dynamic weight update rule.

The Mahalanobis distance metric implicitly assumes
that the data is drawn from a Gaussian distribution, which
in general may not be the case. However, in our empirical
analysis of the algorithm on two different NDE datasets,
Mahalanobis distance-based voting weights provided bet-
ter results than voting weights based on the hypothesis
performance on training data subsets.

C. Estimating the Confidence of Learn++ Classification

An additional benefit of the Learn++ algorithm is that
the inherent voting mechanism hints at a simple procedure

for determining the confidence of the algorithm in its own
decision, particularly when the new data does not con-
tain new classes. Intuitively, a vast majority of hypotheses
agreeing on a given instance can be interpreted as the al-
gorithm having more confidence in its own decision, com-
pared to a decision made by a mere majority. Let us as-
sume that a total of T hypotheses are generated in K
training sessions for a C-class problem. For any given in-
stance x, the final classification is class c, if the total vote
class c receives:

ξc =
∑

t:ht(x)=c

Ψt, t = 1, · · · , T ; c = 1, · · · , C,
(12)

is maximum, where Ψt denotes the voting weight of the
tth hypothesis ht, whether we use static weights or dy-
namically updated voting weights. Normalizing the votes
received by each class:

γc = ξc

/ C∑
c=1

ξc, (13)

allows us to interpret γc as a measure of confidence on
a 0 to 1 scale. We note that γc values do not represent
the accuracy of the results, nor are they formally related
to the statistical definition of confidence intervals deter-
mined through hypothesis testing. The γc merely repre-
sents a measure of the confidence of the algorithm in its
own decision. However, under a reasonable set of assump-
tions, γc can be interpreted as the probability that the in-
put pattern belongs to class c [50]. Keeping this in mind,
we can heuristically define the following confidence ranges:
0.9 < γc < 0.6 very low, 0.6 < γc < 0.7 low, 0.7 < γc < 0.8
medium, 0.8 < γc < 0.9 high, and 0.9 < γc < 1 very
high confidence. This procedure can flag the misclassified
instances by assigning them lower confidence. As will be
discussed in Section IV, this procedure produced promis-
ing and noteworthy trends and outcomes. A theoretical
framework on how combining classifiers improve classifi-
cation confidence can be found in [51].

IV. Results

The original Learn++ algorithm (with static voting
weights) was evaluated on a number of real world and
benchmark databases, and Learn++ was able to learn
the new information from the new data, even when new
classes were introduced with subsequent databases. The
results of these experiments with the static voting weights
can be found in [12], [52], [53] for various other bench-
mark and real world databases. For this work, we devel-
oped and evaluated the modified Learn++ algorithm with
dynamically updated voting weights, on a three-class and
a four-class ultrasonic weld inspection problem. For both
applications, the task was identifying the type of defects
or discontinuities in or around the welding region from ul-
trasonic A-scans. In each case, the algorithm was trained
incrementally in three training sessions in which Learn++
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Fig. 2. Ultrasonic testing of nuclear power plant pipes.

was provided with a new database in each session. In the
three-class problem, no new classes were introduced with
new data, but an additional class was introduced with each
database in the four-class problem.

A. Results on the Three-Class Problem

Welding regions often are susceptible to various kinds
of defects due to imperfections introduced into the ma-
terial during the welding process. In nuclear power plant
pipes, for example, such defects manifest themselves in the
form of intergranular stress corrosion crackings (IGSCC),
usually in an area immediately neighboring the welding
region, known as the heat-affected zone. Such cracks can
be detected by using ultrasonic (or eddy current) tech-
niques. However, also in the vicinity of this zone, there are
often other type of reflectors or discontinuities, including
counterbores and weld roots, which are considered as geo-
metric reflectors. Counterbores and weldroots do not pose
any threat to the structural integrity of the pipe; how-
ever, they often generate signals that are very similar to
those generated by cracks, making the defect identification
a very challenging task. The cross section in Fig. 2 con-
ceptually illustrates the ultrasonic testing procedure using
1 MHz ultrasonic pulse-echo contact transducers, used to
generate the first database analyzed in this study. Fig. 3
illustrates typical signals from each type of reflector.

The goal of the classification algorithm is the identifi-
cation of three different types of indicators, namely, crack,
counterbore, and weld root from the ultrasonic A-scans.
Three training databases S1 ∼ S3 of 300 A-scans each, and
a validation database, TEST, of 487 A-scans were acquired
from the above described system. Discrete wavelet trans-
form (DWT) coefficients were computed for each 256-point
A-scan to be used as feature vectors. During each of the
three training sessions, only one of the training databases
was made available to the algorithm to test the incremental
learning capability of Learn++. The weak BaseClassifier
was a single hidden layer MLP of 30 nodes, with a rela-
tively large mean square error goal of 0.1. We emphasize
that any supervised classifier can be used as a weak learner
by keeping its architecture small and its error goal high,
with respect to the complexity of the classification prob-
lem. In this application, each weak MLP—used as a base
classifier—obtained around 65% classification performance
on its own training data.

Fig. 3. Sample signals from (a) crack, (b) counterbore, and (c) weld
root.

TABLE I
Classification Performance of Learn++ on the Three-Class

Weld Inspection Database.

TS1 (6) TS2 (10) TS3 (14)

S1 95.70% 95% 94.30%
S2 — 95% 95.30%
S3 — — 95.10%

TEST 81.90% 91.70% 95.60%

Table I presents the results in which rows indicate
the classification performance of Learn++ on each of the
databases after each training session (TSk, k = 1, 2, 3).
The numbers in parentheses indicate the number of weak
classifiers generated in each training session. Originally, Tk

was set to 20 for each database. The generalization perfor-
mance typically reaches a plateau after a certain number of
classifiers; therefore, those late classifiers not contributing
much to the performance were later removed, truncating
the cardinality of the ensemble to the number of classifiers
indicated in Table I. A more accurate way of determining
the precise number of classifiers is typically to use an ad-
ditional validation set, if available, to determine when the
algorithm should be stopped.

The first three rows indicate the performance of the
algorithm on each training set Sk after the kth training
session was completed, whereas the last row provides the
generalization performance of the algorithm on the TEST
dataset after each session. We note that the performance
on the validation dataset TEST improved steadily as new
databases were introduced, demonstrating the incremen-
tal learning ability of the algorithm. Also, the algorithm
was able to maintain its classification performance on the
previous datasets after training with additional datasets.
This shows that previously acquired knowledge was not
lost.
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As a comparison, the classification performance of a
single strong learner with two hidden layers of 30 and 7
nodes, respectively, and an error goal of 0.0005 was also
about 95%, although the entire training database (900 in-
stances) was used to train this classifier. Therefore, we
conclude that Learn++, by only seeing a fraction of the
training database at a time in an incremental fashion, can
perform as good as (if not better than) a strong learner
that is trained with the entire data at once.

The algorithm’s confidence in each decision was com-
puted as described earlier. Table II lists a representative
subset of the classification results and confidence levels
on the validation dataset after each training session. A
number of interesting observations can be made from Ta-
ble II, which is divided into four sections. The first section
shows those instances that were originally misclassified af-
ter the first training session but were correctly classified
after subsequent sessions. There were 66 such cases (out of
487 in the TEST dataset). Many of these were originally
misclassified with rather strong confidences. During the
next two training sessions, however, not only their clas-
sifications were corrected but also the confidence on the
classification improved as well.

The second section of Table II shows those cases con-
sistently classified correctly, but on which the confidence
steadily improved with training. A majority of the in-
stances (396 out of 487) belonged to this case. These cases
demonstrate that seeing additional data improves the con-
fidence of the algorithm in its own decision, when the
decision is indeed correct. This is a very satisfying out-
come, as we would intuitively expect improved confidence
with additional training. The third section shows exam-
ples of those cases that were still misclassified at the end
of three training sessions, but the classification confidence
decreased with additional training. In these cases (a to-
tal of 21 such instances), the confidence was very high
after the first training session and decreased to very low
after the third training session. These cases demonstrate
that, with additional training, the algorithm can deter-
mine those cases in which it is making an error. This is
also a very satisfying outcome as the algorithm can flag
those instances that it is probably making an error by as-
signing a low confidence to their classification. The fourth
section shows the only four instances in which the algo-
rithm either increased its confidence in misclassification
or decreased its confidence in correct classification. Such
cases are undesired outcomes that are considered as iso-
lated instances (noisy samples or outliers) because there
were only four such cases in the entire database.

B. Results on a Four-Class Problem Introducing
New Classes

The second database had four types of defects, namely,
crack, porosity, slag, and lack of fusion (LOF), all of which
appeared in the welding region. Among these, cracks and
LOFs pose the most serious threat as they eventually can
cause structural damages if remedial actions are not taken.

Fig. 4. Ultrasonic weld inspection for identification of cracks, poros-
ity, slag, and LOF.

Fig. 4 conceptually illustrates the testing procedure for
this application in which the goal of the classification al-
gorithm is the identification of four different types of de-
fects from the discrete wavelet transform coefficients of the
ultrasonic A-scans. A total of 156 C-scans were obtained,
each consisting over 12,000 A-scans.

Of the C-scans, 106 were randomly selected to be used
for training, and 50 were selected to be used for valida-
tion. From the C-scans reserved for training, 2200 A-scans,
each 512-points long, were randomly selected for training
and 800 were selected for testing (from regions of interest;
see Figs. 5–7). The DWT coefficients were computed for
each A-scan to be used as feature vectors. The training in-
stances were further divided into three subsets to simulate
three different databases that become available at different
times. Furthermore, additional classes were added to sub-
sequent datasets to test the incremental learning ability
of the algorithm on new classes. Table III shows the dis-
tribution of the instances in various datasets, and Fig. 8
illustrates typical signals from these four classes.

As seen in Table III, the first training dataset S1 had in-
stances only from crack and LOF, but S2 and S3 added in-
stances from slag and porosities, respectively. The 800 test
signals were never shown to the algorithm during training.
The weak learner used to generate individual hypotheses
was a single hidden layer MLP with 50 hidden layer nodes.
The mean square error goals of all MLPs were preset to a
value of 0.02 to prevent overfitting and to ensure a weak
learning algorithm.

Results summarized in Table IV indicate that Learn++
was able to correctly classify 99.2% of training instances
in S1, but only 57% of the test instances by combining 8
hypotheses. This performance is not surprising as S1 had
instances only from two classes, but TEST had instances
from all four classes. After the next training session, using
instances only from S2, the algorithm was able to correctly
classify 89.2% of instances in S1 and 86.5% of instances in
S2. The performance on TEST dataset improved to 70.5%.
After the final training session using instances from S3, the
algorithm correctly classified 88.2%, 88.1%, and 91.2% of
instances in S1, S2, and S3, respectively. The classifica-
tion performance on TEST dataset increased to 83.8%,
demonstrating the incremental learning capability of the
Learn++ algorithm.

As a performance comparison, the same database also
was used to train and test a single strong learner. Among
various architectures tried, a 149 × 40 × 12 × 4 two hid-
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TABLE II
Sample Confidences on the TEST Dataset for Each Training Session.

Training session 1 Training session 2 Training session 3
Instance No. True Class Class Confidence Class Confidence Class Confidence

Misclassification Corrected with Improved Confidence (66 such cases)

25 Crack Cbore 0.69 Crack 0.91 Crack 0.96
144 Crack Cbore 0.54 Crack 0.86 Crack 0.91
177 Cbore Crack 0.81 Crack 0.55 Cbore 0.71
267 Cbore Crack 0.52 Cbore 0.86 Cbore 0.96
308 Root Cbore 0.69 Root 0.47 Root 0.87
354 Root Crack 0.87 Crack 0.64 Root 0.79
438 Crack Cbore 0.57 Crack 0.76 Crack 0.92

Improved Confidence in Correct Classification (396 such cases)

67 Cbore Cbore 0.66 Cbore 0.94 Cbore 0.96
313 Crack Crack 0.6 Crack 0.73 Crack 0.88
321 Cbore Cbore 0.47 Cbore 0.87 Cbore 0.93
404 Root Root 0.59 Root 0.73 Root 0.96

Reduced Confidence in Misclassification (21 such cases)

261 Crack Cbore 1 Cbore 1 Cbore 0.54
440 Cbore Root 1 Root 0.85 Root 0.66
456 Cbore Root 0.65 Cbore 0.52 Crack 0.55

Utterly Confused Classifier (4 such cases)

3 Root Root 0.49 Crack 0.55 Crack 0.59
45 Crack Crack 0.78 Crack 0.61 Crack 0.53
78 Cbore Crack 0.67 Cbore 0.52 Crack 0.56
93 Root Root 0.94 Crack 0.58 Crack 0.58

Fig. 5. Original C-scan and Learn++ classification, correct class: Crack.

Fig. 6. Original C-scan and Learn++ classification, correct class: LOF.
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Fig. 7. Original C-scan and Learn++ classification, correct class: Porosity.

Fig. 8. Typical A-scans (a) crack, (b) LOF, (c) slag, (d) porosity.

TABLE III
Distribution of Weld Inspection Signals.

Crack LOF Slag Porosity

S1 300 300 0 0
S2 150 300 150 0
S3 200 250 250 300

TEST 200 300 200 100

den layer MLP with an error goal of 0.001 provided the
best test performance, which was about 75%. The origi-
nal Learn++ algorithm that did not used dynamically up-
dated voting weights also was evaluated on this database,
and its performance was found to be less than 80% after
a similar three session training procedure that introduced
third and fourth classes in second and third training ses-
sions [52].

Finally, Learn++ was tested on the entire set of C-scan
images. On each C-scan, a previously identified rectangular
region was selected and classified by Learn++, creating a
classification image of the selected rectangular region. Me-
dian filtering then was applied to the classification image
to remove isolated pixels, producing the final classification
image. The final C-scan classification was determined ac-
cording to a simple majority of its individual A-scan classi-
fications. Figs. 5–7 illustrate examples of raw C-scans and
their respective classification images. Table V presents the

TABLE IV
Classification Performance of Learn++ on the Four-Class

Problem.

Inc. Train→ Training 1 Training 2 Training 3
↓ Dataset (8) (27) (43)

S1 99.20% 89.20% 88.20%
S2 — 86.50% 88.10%
S3 — — 96.40%

TEST 57.00% 70.50% 83.80%

classification performance of Learn++ compared to that
of the strong learner trained on the entire training dataset.

The C-scans indicated with an unknown (Unk.) classifi-
cation in Table V refer to those cases in which an approxi-
mately equal number of A-scans in the selected region had
conflicting classifications.

V. Discussion and Cconclusions

We introduced Learn++, an incremental learning algo-
rithm for supervised neural networks that uses an ensemble
of classifiers for learning new data. The feasibility of the
approach has been validated on two real-world databases
of ultrasonic weld inspection signals. Learn++ shows very
promising results in learning new data, in both scenarios
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TABLE V
Comparison of Learn++ and Strong Learner on C-scans of Weld Inspection Data.

No. of C-scans No. of C-scans
No. of C-scans missed/Unk. Classification No. of C-scans missed/Unk. Classification

(training) (training) performance (validation) (validation) performance

Strong learner 106 8/1 92.40% 50 11/2 77.10%
Learn++ 106 1/0 99.10% 50 7/4 84.80%

in which the new data may or may not include previously
unseen classes. Both of these scenarios occur commonly in
nondestructive testing; therefore, the algorithm can be of
benefit in a broad spectrum of NDE applications.

Although we have implemented Learn++ using MLPs
as base classifiers, the algorithm itself is independent on
the choice of a particular classification algorithm, and it is
able to work well on all supervised classifiers whose weak-
ness (instability) can be controlled. In particular, most su-
pervised neural network classifiers can be used as a base
classifier as their weakness can be easily controlled through
network size and/or error goal. Results demonstrating such
classifier independence on a number of other applications
were presented in [52].

The algorithm has additional desirable traits. It is in-
tuitive and simple to implement, and it is applicable to a
diverse set of NDE and other real world automated iden-
tification and characterization problems. It can be trained
very quickly, without falling into overfitting problems be-
cause using weak base classifiers avoids lengthy training
sessions that are mostly spent on fine tuning the deci-
sion boundary, which itself may be—and typically is—
influenced by noise. The algorithm also is capable of es-
timating its own confidence on individual classifications in
which it typically indicates high confidence on correctly
classified instances and low confidence on misclassified in-
stances after several training sessions. Furthermore, the
confidence on correctly classified instances tend to increase
and the confidence on misclassified instances tend to de-
crease as new data become available to the algorithm, a
very satisfying and comforting property.

The main drawback of Learn++ is the computational
burden due to the overhead added by computing multiple
hypotheses and saving all classifier parameters for these
hypotheses. Because each classifier is a weak learner, it
has fewer parameters than its strong counterpart; there-
fore, it can be trained much faster. However, because the
parameters of a large number of hypotheses may need to
be saved, its space complexity can be high, although ever
increasing storage capacities should reduce the significance
of this drawback. An additional overhead in using Maha-
lanobis distance-based voting weights is the computation
of inverse of covariance matrices. For most practical ap-
plications, the additional computational overhead is not
significant. For a very large number of features, however,
this may be rather costly, in which case the user needs to
weigh the added computational burden against the perfor-
mance improvement over the original version of Learn++.

Learn++ has two key components, both of which can be
improved. The first one is the selection of the subsequent
training dataset, which is determined by the distribution
update rule. This rule can be optimized to allow faster
learning and reduced computational complexity. A learn-
ing rate parameter, similar to that of gradient descent type
optimization algorithms, is being considered to control the
rate at which distribution weights are updated.

The second key component is the procedure by which
hypotheses are combined. We described two approaches
for Learn++ using weighted majority voting in which the
voting weights can be determined either by training data
performance of hypotheses, or dynamically through the
class-specific Mahalanobis distances. A combination of the
two may provide better overall performance. Furthermore,
a second level of classifier(s), similar to those used in the
hierarchical mixture of classifiers, may prove to be effective
in optimally identifying such weights. Work is currently
underway to address these issues.

We have shown how the inherent voting scheme can be
used to determine the confidence of the algorithm in its
own individual classifications on applications that do not
introduce new classes. Similar approaches are currently be-
ing investigated for estimating the true field performance
of the algorithm along with its confidence intervals, as
compared to those measures obtained through hypothesis
testing, even for those cases that do introduce new classes.
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