Abstract. Many decision-making scenarios, e.g., public policy, healthcare, business, and disaster response, require accommodating the preferences of multiple stakeholders. We offer the first formal treatment of reasoning with multi-stakeholder qualitative preferences in a setting where stakeholders express their preferences in a qualitative preference language, e.g., CP-net, CI-net, TCP-net, CP-Theory. We introduce a query language for expressing queries against such preferences over sets of outcomes that satisfy specified criteria, e.g., \( \psi \). We introduce a query language for expressing queries against such preferences over sets of outcomes that satisfy specified criteria, e.g., \( \psi \). We introduce a query language for expressing queries against such preferences over sets of outcomes that satisfy specified criteria, e.g., \( \psi \).

Motivated by practical application scenarios, we introduce and analyze several alternative semantics for such queries, and examine their interrelationships. We provide a provably correct algorithm for answering multi-stakeholder qualitative preference queries using model checking in alternation-free \( \mu \)-calculus. We present experimental results that demonstrate the feasibility of our approach.

1 Introduction

The ability to express and reason about preferences over a set of alternatives is central to rational decision-making in a broad range of applications, including software design [40, 26, 35, 36, 18, 1], public policy, e.g., city planning [23, 37], healthcare [8], security [3, 21], privacy [28], among others. In general, the preferences can be quantitative [24, 19] or qualitative [7, 15]. But stakeholders often find it natural to express their preferences in qualitative terms [34], e.g., that a cheaper car is preferred to a more expensive car. Hence, there has been a growing interest in languages and tools for representing and reasoning with qualitative preferences. For example, [32] leverage advances in model checking [10, 29, 9] to provide efficient and hence practically useful tools for reasoning with the qualitative preferences of single stakeholders [13, 33].

However, decision-making in real-world settings often needs to accommodate the preferences of multiple stakeholders. Consider, for example, the task of choosing a care plan for a critically ill patient. The stakeholders, in this case, may include the patient concerned with their health outcome and the cost of care, the physician committed to ensuring that the patient receives the best care available, the family members with an interest in the patient’s well-being, the hospital system seeking to maximize its profits, and the insurance provider seeking to minimize the reimbursements. A key challenge in extending the preference representation languages and reasoning tools from the single stakeholder setting to the multi-stakeholder setting has to do with maintaining, and reasoning with the (possibly conflicting) preferences of stakeholders. Furthermore, the preferences of some stakeholders in some settings may override those of others, e.g., due to their relative roles in an organization, or due to differences in their expertise as it relates to specific aspects of the application domain, etc. Ensuring transparency and accountability of decision-making requires that the system be able to explain how the stakeholders’ preferences impact the outcomes.

Contributions. The key contributions of the paper are as follows: (i) We provide the first formal treatment of reasoning with multi-stakeholder qualitative preferences. We consider the setting where the stakeholders express their preferences in a qualitative preference language, e.g., CP-net, CI-net, TCP-net, CP-Theory. (ii) We introduce a query language for expressing queries with respect to the preferences of multiple stakeholders over outcomes that satisfy a set of specified criteria. (iii) We generalize the induced preference graphs that encode the qualitative preferences of a single stakeholder to multi-stakeholder induced preference graphs that encode the preferences of multiple stakeholders. (iv) We introduce and analyze several alternative semantics for such queries, motivated by the needs of different application scenarios, and examine their interrelationships. (v) We provide a provably correct algorithm for answering multi-stakeholder preference queries using model checking in \( \mu \)-calculus; and (vi) We present results of experiments that demonstrate the feasibility of our approach.

2 Qualitative Preference Languages

We consider settings in which stakeholders express preferences over a set of alternatives or outcomes, where each alternative is described by a set of attributes or (preference) variables. Stakeholders may directly express their preference between a pair of alternatives, by asserting that one valuation of the variables is preferred to another. In addition, preferences over sets of alternatives may be succinctly expressed over (a) the possible valuations of each variable, i.e., intra-variable preference; or (b) the variables themselves indicating their relative importance. Several qualitative preference languages with...
varying expressive power have been studied in the literature. For instance, CP-nets [4] allow the expression of preferences over the valuations of each variable as a strict partial order, possibly conditioned on specific valuation(s) of one or more other variables. TCP-nets [6] extend CP-nets by additionally allowing expression of the relative importance of one variable over another. CP-theories [41] further extend TCP-nets by allowing the expression of the relative importance of one variable over a set of variables.

Formally, let \( X = \{X_i | 0 < i \leq n\} \) be a set of preference variables, \( D_i \) be the domain of \( X_i \), and \( v_i \) be the assignment of \( X_i \) to a particular valuation in \( D_i \). Let \( O = \prod_{X_i \in X} D_i \) be the set of alternatives or outcomes, and \( O^p = \prod_{X_i \in Y \subseteq X} D_i \) be the set of partial alternatives or outcomes. Each outcome \( o \in O \) is represented as a tuple of valuations of each variable, i.e., \( o = (v_1, v_2, \ldots, v_n) \). We use the following notation to represent a preference statement

\[
P : [c] (X_i = v_i) \succ (X_i = v_i') [Y]
\]

where \( c \in O^p \) is the condition under which this preference over \( X_i \)'s valuation holds, and \( Y \subseteq X \setminus X_i \) is the set of variables less important than \( X_i \). For brevity, we drop \([c]\) when \( c = \text{true} \) and \([Y]\) when \( Y = \emptyset \). A preference statement \( P \) specifies that when \( c \) holds, the valuation \( v_i \) is preferred to \( v_i' \) for variable \( X_i \), regardless of the valuations and intra-variable preferences of the variables in \( Y \).

Example 1 Consider the preferences of a set of stakeholders tasked with prioritizing vulnerabilities to be mitigated as part of protecting a critical network. Each vulnerability may be described by three variables describing the threats it poses, namely (a) attack complexity \( A \) with values Simple or Complex (indicating whether the complexity of the attack required to exploit the vulnerability is low or high); (b) exploit availability \( E \) with values Code or No-Code (indicating whether code to exploit the vulnerability is available); and (c) fix availability \( F \) for the vulnerability with values Fix or No-Fix (indicating whether a fix can be applied or not). Figure 1 shows some preferences with respect to these variables. Note that \( P_0 \) is a direct preference between two alternatives, \( P_2 \) is a relative importance preference, and the rest specify intra-variable preferences. Now consider three stakeholders, say, 1, 2, and 3. Suppose stakeholder 1 holds the preferences \( P_1 \) and \( P_3 \) of the incident-response team whose overall goal is to prioritize readily exploitable vulnerabilities with no available fixes when initiating an immediate response, e.g., disconnecting critical systems from the network. Suppose stakeholder 2 holds the preferences \( P_3, P_4 \), and \( P_5 \) of the patch-adaptation team responsible for adapting existing fixes to address the vulnerability (hence has preferences conditioned on the fixed availability). Finally, suppose stakeholder 3 holds the preferences \( P_2, P_4 \), and \( P_5 \) of the severity-assessment team that aims to prioritize exploitable vulnerabilities based on their severity for action by the incident-response team.

\begin{align*}
P_1 & : E = \text{Code} \Rightarrow E = \text{No} \Rightarrow \text{Code} \\
P_2 & : [E = \text{Code}] \quad F = \text{No} \Rightarrow F = \text{Fix} \\
P_3 & : [F = \text{Fix}] \quad E = \text{Code} \Rightarrow E = \text{No} \Rightarrow \text{Code} \\
P_4 & : [F = \text{Fix}] \quad A = \text{Simple} \Rightarrow A = \text{Complex} \\
P_5 & : (E = \text{No} \Rightarrow \text{Code}, A = \text{Simple}, F = \text{No} \Rightarrow \text{Fix}) \Rightarrow \quad (E = \text{Code}, A = \text{Complex}, F = \text{No} \Rightarrow \text{Fix}) \\
P_6 & : A = \text{Simple} \Rightarrow A = \text{Complex} \\
P_7 & : E = \text{Code} \Rightarrow E = \text{No} \Rightarrow \text{Code}[A, F]
\end{align*}

Figure 1. Preference statements

Semantics of Preferences. The semantics of CP-nets, TCP-nets, and CP-theories is based on and extends the ceteris-paribus principle [22]. The preference statements induce a strict partial order over the alternatives. For instance, for \( o, o' \in O \), a preference statement \( P : [c] (X_i = v_i) \succ (X_i = v_i') \) induces a preference from \( o' \) to \( o \) (denoted \( o' \prec o \)) if both satisfy \( c \); their valuations for \( X_i \) are \( v_i \) and \( v_i' \) respectively; and their valuations for all other variables are identical.

Definition 1 (Induced Preference Graph) Given a set of outcomes \( O \) described by a set \( AP \) of propositional variables, an induced preference graph \( I = (O \cup \{\bot\}, E, L) \) is defined over \( O \cup \{\bot\} \) with an edge relation \( E \subseteq (O \cup \{\bot\}) \times (O \cup \{\bot\}) \) and a labeling function that maps each element in \( O \cup \{\bot\} \) to a subset of propositional variables \( L : (O \cup \{\bot\}) \rightarrow P(AP) \). An edge \( e = (o_1, o_2) \in E \) captures the fact that \( o_1 \prec o_2 \) and there exists a flip in the valuation of exactly one variable that contributes to this preference. For each \( o \in O \), there exists an edge \( (\bot, o) \), indicating that every outcome is preferred to \( \bot \). Furthermore, \( L(\bot) = \emptyset \) indicates that the \( \bot \) does not satisfy any atomic proposition.

Definition 2 (Multi-Stakeholder Induced Preference Graph) A multi-stakeholder induced preference graph is an induced preference graph where each edge in the graph is annotated by the set of stakeholders whose preferences induce that edge. That is, \( I = (O \cup \{\bot\}, E, L, A) \) where the edge relation \( E \subseteq (O \cup \{\bot\}) \times P(A) \times (O \cup \{\bot\}) \). An edge \( e = (o_1, A, o_2) \in E \) captures the fact that \( o_1 \prec o_2 \) for every agent in \( A \). We note that \( e = (\bot, A, o) \) for every \( o \in O \).

Example 2 The (partial view) of induced preference graph of the preferences stated in Figure 1 is given in Figure 2. The edges correspond to flips from the less preferred to the more preferred alternative and are labeled with the preferences induced by the corresponding stakeholders. For instance, the edge from \( o_1 \) to \( o_3 \) is induced by the preference statement \( P_2 \) of stakeholder 1. Similarly, the edge from \( o_3 \) to \( o_4 \) is induced by \( P_3 \) of stakeholder 2 and the edge from \( o_4 \) to \( o_2 \) is induced by \( P_5 \) of stakeholder 3. Note that some edges induced by stakeholder 3’s preferences and the edges from \( \bot \) to all of the outcomes are omitted for the sake of readability.

We will denote the edges in \( I \) as \( o_1 \xrightarrow{A} o_2 \), where \( A \) is the set of agents whose preferences have induced the edge from \( o_1 \) to \( o_2 \).
Definition 3 (\(\prec_A\) and \(\prec_A^+\)) We write \(a \prec_A o'\) if there exists an edge \(a \rightarrow o'\) and \(A \cap A' \neq \emptyset\). Similarly, \(a \prec_A^+ o'\) if there exists a path \(a = a_1 \rightarrow a_2 \rightarrow \ldots \rightarrow a_{k+1} = o'\) where \(\forall i \in [1, k], (A \cap A_i) \neq \emptyset\).

When \(A\) is singleton \((A = \{a\})\), we will write \(a \prec_a o'\).

3 Single Stakeholder Preference Queries

We first introduce a language for expressing queries with respect to single stakeholder qualitative preferences before proceeding to consider multi-stakeholder preferences queries. A key feature of this language is that it allows expressing queries against preferences over properties of outcomes, rather than the outcomes themselves. Thus, it can readily accommodate preferences expressed in existing qualitative preference languages such as CP-nets [4], TCP-nets [6], and CP-theories [41]. This allows us, for example, to query for outcomes with properties that are more preferred to all other outcomes. The resulting single stakeholder preference query language can express a range of preference queries (e.g., find the set of non-dominated outcomes) of common interest.

Syntax. The syntax of the query language is described over atomic propositions, propositional constants, boolean connectives and a (new) operator \(P\); preference operator over properties. The language \(\Psi\) is defined by the grammar:

\[
\psi \rightarrow \ttt | \ff | \ap \psi | \neg \psi | \psi \land \psi | \psi \lor \psi | \psi \ P_a \psi.
\]

The answer to a query corresponds to the set of outcomes that belongs to the semantics of the query. For instance, all outcomes are returned for a query \(\ttt\), while no outcome is returned for the query \(\ff\). The query involving an atomic proposition simply returns the outcomes that satisfy the proposition. Answers to queries involving Boolean connectives conform to the standard set-based semantics (complement, intersection, union). The formula \(\psi_1 \ P_a \psi_2\) is satisfied by outcomes that (i) satisfy \(\psi_1\), (ii) are preferred to at least one outcome that satisfies \(\psi_2\), and (iii) are not less preferred to any outcome that satisfies \(\psi_2\) by the stakeholder \(a\). In short, \(\psi_1 \ P_a \psi_2\) is the set of outcomes satisfying \(\psi_1\) that are more preferred to outcomes satisfying \(\psi_2\) by the stakeholder \(a\).

The resulting query language can be used to express queries such as:

- What is the set of outcomes that are preferred by the stakeholder \(a\) to outcomes that satisfy \(\psi\)? The expression is \(\ttt \ P_a \psi\).
- What is the non-dominated set of outcomes relative to stakeholder \(a\)'s preferences? The query can be expressed as \(\ttt \ P_a \ttt\) \(\land\) \(\ttt \ P_a \psi\). What is the non-dominated set of outcomes for stakeholder \(a\) that satisfies \(\psi\)? This can be expressed as \(\psi \ P_a \ttt\).
- With respect to stakeholder \(a\)'s preferences, what are the best improvements to outcomes satisfying \(\psi\)? The query can be expressed as \((\ttt \ P_a \ttt) \land (\ttt \ P_a \psi)\).

Example 3 If \(\psi = \Code\), then the semantics of \(\ttt \ P_1 \psi\) (for stakeholder \(1\)) is the set of outcomes \(\{o_1, o_2\}\). This is because, while both \(o_1\) and \(o_2\) dominate some outcome satisfying \(\Code\) with respect to stakeholder \(1\)'s preferences, they are not dominated by any outcome that satisfies \(\Code\). On the other hand, the query \(\ttt \ P_2 \psi\) (for stakeholder \(2\)) yields the set \(\{o_2, o_3\}\).

Example 4 For stakeholder \(1\), the non-dominated set of outcomes is \(\{o_1, o_2\}\) (result of the query: \(\ttt \ P_1 \ttt\)), while for stakeholder \(2\), the non-dominated set is \(\{o_1, o_2, o_6, o_8\}\). Note that the outcome \(o_6\) neither dominates nor is dominated by any outcome. However, it dominates \(\bot\) and hence is included as part of the non-dominated set.

Cycles in Induced Preference Graphs. Cycles in an induced preference graph are indicative of inconsistencies in the underlying preferences, the result being some outcome \(o\) both more and less preferred to an outcome \(o'\). Does this pose any inconsistencies in the semantic interpretation of \(\psi_1 \ P_a \psi_2\), when \(o\) satisfies \(\psi_1\) and \(o'\) satisfies \(\psi_2\)? The answer is no. This is because semantics of \(\psi_1 \ P_a \psi_2\) excludes all outcomes that are less preferred to outcomes satisfying \(\psi_2\). Hence, the outcome \(o\) will not be included in the set of outcomes returned by \(\psi_1 \ P_a \psi_2\) as it is less preferred to \(o'\).

4 Multi-Stakeholder Preference Queries

We proceed to extend the preceding language for expressing preference queries to allow preference queries with respect to the preferences of a set of stakeholders, as opposed to just a single stakeholder. Specifically, we add a new query construct \(\psi_1 \ P_A \psi_2\) where \(A \subseteq \mathcal{A}\), where \(\mathcal{A}\) is the set of all stakeholders. When \(\mathcal{A}\) is a singleton \(a\), we use \(\psi_1 \ P_a \psi_2\) to denote the query about the preferences of a single stakeholder \(a\) (as described in Section 3). In what follows, we describe the semantics of multi-stakeholder preference queries under several alternative interpretations of multi-stakeholder preferences.

Consensus Semantics. Consensus semantics, as the name suggests, is defined as the set of outcomes, whose preference over another set of outcomes, is decided by agreement among the set of stakeholders in question. Formally,

\[
\psi_1 \ P_A \psi_2\] \(\cap\) \(\psi_1 \ P_A \psi_2\)
Collaborative Semantics. Unlike consensus semantics, which requires a complete agreement among the stakeholders, a collaborative semantics allows the stakeholders to arrive at a compromise that is not disagreeable to any stakeholder. There are several ways to realize such a compromise that correspond to different interpretations of the semantics of $\psi_1 P \psi_2$. Recall that $\psi_1 P \psi_2$ must return the set of outcomes that (i) satisfy $\psi_1$, (ii) are preferred at least one outcome that satisfies $\psi_2$, and (iii) are not less preferred to any outcome that satisfies $\psi_2$. We will refer to the last two conditions (ii and iii) as follows:

1. **Witness Condition** (W) for determining the set of outcomes that are preferred to at least one outcome satisfying $\psi_2$.
2. **Agreement Condition** (A) for determining the set of outcomes that are not less preferred to any outcome satisfying $\psi_2$.

Each of these conditions can be collaboratively decided in two ways:

1. **Collective Collaboration**. The set of outcomes that are preferred to at least one outcome satisfying $\psi$ is chosen to be the union of outcomes preferred by each of the stakeholders to at least one outcome satisfying $\psi$.
2. **Constructive Collaboration**. An outcome $o'$ is considered to be preferred to outcome $o$ when there exists a path in the induced preference graph from $o$ to $o'$ where each edge along the path may be induced by the preferences of one or more stakeholders. Thus, there is no requirement that all of the edges along the path be induced by the preferences of the same stakeholder. Hence, the stakeholders collaboratively construct the path from $o$ to $o'$ by contributing one or more edges to the path based on their individual preferences. This can be viewed as chaining induced preference edges of different stakeholders to arrive at the result.

Constructive Collaboration is useful in situations where each stakeholder may not have complete information or expertise to determine a dominance relation between a pair of outcomes but they may be able to collaborate to arrive at a conclusion. For instance, healthcare providers (doctors, nurses) and hospital administrators may collaborate to develop an optimal placement strategy for hand sanitizers in the hospital. The healthcare providers present their preferences based on their knowledge of the usage of hand sanitizers at different times and locations, whereas the hospital administrators present their preferences based on the cost of procuring hand sanitizers.

Now we have two different choices for the witness (W) and agreement (A) condition:

- **W1.** Collective collaboration for deciding witness condition for $\psi_2$ in $\psi_1 P \psi_2$:
  \[
  \bigcup_{o' \in \mathcal{O}} \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\}
  \]

- **W2.** Constructive collaboration for deciding witness condition for $\psi_2$ in $\psi_1 P \psi_2$:
  \[
  \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\}
  \]

- **A1.** Collective collaboration for deciding agreement condition for $\psi_2$ in $\psi_1 P \psi_2$:
  \[
  \mathcal{O} \setminus \bigcup_{o' \in \mathcal{O}} \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\} = \{o \mid \forall o'. o' \in \{\psi_2\} \implies o \not\succ^+_A o'\}
  \]

- **A2.** Constructive collaboration for deciding agreement condition for $\psi_2$ in $\psi_1 P \psi_2$:
  \[
  \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\}
  \]

Example 5 In Example 3, as per the consensus semantics the result of the query $\{\text{tt} P (1, 2) \text{ Code}\}$ is the empty set as the stakeholders 1 and 2 do not agree on the outcomes that are more desirable than outcomes satisfying Code. On the other hand, stakeholders 1 and 2 agree on the non-dominated set $\{a_1\}$ computed as the semantics of $\{\text{tt} P (1, 2) \text{ Code}\}$ (see Example 4).

Example 6 Consider the induced preference graph in Figure 2. For stakeholder 1, the set of outcomes that dominate the outcomes satisfying No-Code is $\{a_1, o_2, o_4, o_5\}$. This is because $o_4 \succ_1 o_2$ so $o_2 \succ _1 o_4$. On the other hand, for stakeholder 2, the set of outcomes that dominate the outcomes satisfying No-Code is $\{o_2, o_3, o_4\}$. Therefore, for $\psi_2 = \text{No-Code}$, we have:

- **W1.** $\bigcup_{a \in \{1, 2\}} \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_o o'\} = \{a_1, a_2, o_3, o_4, o_5\}$

- **W2.** $\{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_o o'\} = \{o_1, o_2, o_3, o_4, o_5\}$

On the other hand,

- **A1.** $\mathcal{O} \setminus \bigcup_{o' \in \mathcal{O}} \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_o o'\} = \{o_5, o_7\}$

- **A2.** $\{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_o o'\} = \{o_4, o_5, o_7\}$

Example 7 For the induced preference graph in Figure 2, consider evaluating the agreement condition. The set of outcomes that are dominated by outcomes satisfying No-Code as per the stakeholder 1 is $\emptyset$. On the other hand, for stakeholder 2, the set is $\{o_4, o_7\}$ because $o_6 \succ_2 o_4$ and $o_4 \succ_2 o_7$.

Therefore, for $\psi_2 = \text{No-Code}$,

- **A1.** $\mathcal{O} \setminus \bigcup_{a \in \{1, 2\}} \{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\} = \{o_4, o_5, o_7\}$

- **A2.** $\{o \mid \exists o'. o' \in \{\psi_2\} \land o \succ^+_A o'\} = \{o_4, o_5, o_7\}$

The membership of $o_4$ is decided from the relations: $o_6 \succ_2 o_4$ and $o_4 \succ_2 o_7$.

Example 8 Using the Examples 6 and 7, we have the following when $\psi_1 = \text{tt}$ and $\psi_2 = \text{No-Code}$:

- $\psi_1 P (1, 2) \psi_2 \psi_1^* = \{a_1, o_2, o_3\}$
- $\psi_1 P (1, 2) \psi_2 \psi_1^* = \{a_1, o_2, o_3, o_4\}$
- $\psi_1 P (1, 2) \psi_2 \psi_1^* = \{a_1, o_2, o_3, o_4, o_6\}
- $\psi_1 P (1, 2) \psi_2 \psi_1^* = \{a_1, o_2, o_3, o_4, o_6\}$

Relationships Between Alternative Collaborative Semantics. The following theorem shows the relationship between the two witness conditions and the relationship between the two agreement conditions.
Theorem 1 \( W_1 \subseteq W_2 \) and \( k_2 \subseteq k_1 \).

Proof. (i) \( W_1 \subseteq W_2 \).
Consider any \( o_1 \in W_1 \). Then, \( o_1 \in \bigcup_{a \in A} \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_1^* o' \} \) by the definition of \( W_1 \). Thus, there is an agent \( a_1 \in A \) and an outcome \( o_2 \in \{ \psi_2 \} \) such that \( o_1 \prec_1^* o_2 \). Since \( o \in A \), it then follows from the Definition 3 that \( o \prec_2^* o_2 \). Therefore, \( o_1 \in W_2 \), by the definition of \( W_2 \).

(ii) \( k_2 \subseteq k_1 \). We first show that
\[
\bigcup_{a \in A} \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_2^* o' \} \subseteq \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_1^* o' \}.
\]
For any \( o_1 \in \bigcup_{a \in A} \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_2^* o' \} \), there is an agent \( a_1 \in A \) and an outcome \( o_2 \in \{ \psi_2 \} \) such that \( o_1 \prec_2^* o_2 \). Then, \( o_1 \prec_1^* o_2 \) by Definition 3 because \( a_1 \in A \). Hence, statement (1) is true. Thus, it follow from the definitions of \( A_1 \) and \( A_2 \) that
\[
A_2 = \{ o \mid \exists o', o' \in \{ \psi_2 \} \Rightarrow o \prec_1^* o' \}
\]
\[
= O \setminus \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_1^* o' \}
\]
\[
\subseteq O \setminus \bigcup_{a \in A} \{ o \mid \exists o', o' \in \{ \psi_2 \} \wedge o \prec_2^* o' \}
\]
\[
= \bigcap_{a \in A} \{ o \mid \forall o', o' \in \{ \psi_2 \} \Rightarrow o \prec_2^* o' \} = A_1. \quad \Box
\]

The above theorem implies the relationships between different semantics shown in Figure 3.

\[
\begin{align*}
\{ \psi_1 \land \psi_2 \}^{K_2A_1} & \subseteq \{ \psi_1 \land \psi_2 \}^{K_1A_1} \\
\{ \psi_1 \lor \psi_2 \}^{K_2A_1} & \subseteq \{ \psi_1 \lor \psi_2 \}^{K_1A_1} \\
\{ \psi_1 \land \psi_2 \}^{K_2A_2} & \subseteq \{ \psi_1 \land \psi_2 \}^{K_1A_2} \\
\{ \psi_1 \lor \psi_2 \}^{K_2A_2} & \subseteq \{ \psi_1 \lor \psi_2 \}^{K_1A_2}
\end{align*}
\]

Figure 3. Relative Ordering of Semantics of Preference Queries

5 Answering Preference Queries

We now proceed to show how to answer multi-stakeholder preference queries. Specifically, we show that multi-stakeholder preference queries can be reduced to evaluating a corresponding alternation-free modal \( \mu \)-calculus expression. This allows us to take advantage of the state-of-the-art tools for \( \mu \)-calculus model-checking to efficiently answer multi-stakeholder preference queries.

Modal \( \mu \)-calculus. Modal \( \mu \)-calculus [25, 16], \( L_\mu \), extends propositional modal logic by adding the least and the greatest fixed point operators. \( L_\mu \) uses explicit fixed point and modal operators to express temporal properties over events and states in a labeled transition system. Labeled transition systems consist of a set of states, a transition relation over state-pairs parameterized with events (transition annotations) and a labeling function that maps each state to a set of propositions that hold in that state. It is easy to see that an induced preference graph can be viewed as a labeled transition system over \( O \cup \{\bot\} \), an annotated transition relation (edges being annotated with the set of stakeholders), and a labeling function mapping each outcome to the set of propositions satisfied by the outcome. The primary difference is that the edge-annotation is a set (in an induced preference graph) rather than a symbol (in a labeled transition systems). Note, however, that such a difference is purely syntactical as we can replace an edge annotated with a set by a set of edges, where each edge in the set is annotated by a distinct member of the set. We will use ‘states’ and ‘outcomes’ interchangeably in referring to an induced preference graph interpreted as a labeled transition system.

Syntax of Modal \( \mu \)-calculus. The syntax of \( \mu \)-calculus involves propositional constants, atomic propositions, modalities, fixed point variables and expressions and Boolean connectives:

\[
\phi \rightarrow \top, \bot, \text{tf}, \text{af}, \neg \phi, \phi \land \phi, \phi \lor \phi, \langle A \rangle \phi, \langle Z \rangle \phi, [\mu Z] \phi
\]

In the above, the parameter \( A \) of the modal operator \( \langle A \rangle \) is associated with the edge annotation of the labeled transition system. In an induced preference graph, each edge is annotated with a subset of all stakeholders. In our context, in the modal operators, \( A \) will represent a set of stakeholders. When \( A \) is singleton such as \( A = \{ a \} \), we will denote the modal condition as \( \langle a \rangle \).

Semantics of Modal \( \mu \)-calculus. The semantics of \( \mu \)-calculus formula is given in terms of a set of states in a labeled transition system that satisfy the formula. The semantics is specified by the function \( [\ ] : \Phi \times E \times I \rightarrow P(O) \) where \( E \) the power set of mappings of fixed point variables to outcomes in \( O \). This mapping is referred to as the environment: \( e : Z \rightarrow P(O) \), \( Z \) being the set of fixed point variables in the formula whose semantics is being evaluated. We will use the notation \([Z \mapsto O']\) to denote the environment where the mapping of fixed point variable \( Z \) in \( e \) is updated to \( O' \subseteq O \). We omit \( I \) when it is not necessary to distinguish between different induced preference graphs.

Figure 4 shows the semantics of \( \mu \)-calculus. The propositional constants \( \top \) and \( \bot \) are satisfied by all states and no states, respectively. The atomic proposition \( p \) is satisfied in all states whose labeling includes \( p \). The formula \( \langle A \rangle \phi \land \langle A \rangle \phi \) is satisfied by all states that satisfy both \( \langle A \rangle \phi \) and \( \langle A \rangle \phi \). The formula \( \langle a \rangle \phi \) is satisfied by any state which has at least one next state (reachable via an edge annotated with a set that has a non-empty intersection with \( A \)) that satisfies \( \phi \).

The semantics of fixed point variable \( Z \) is given by the environment mapping \( e \). The semantics of least fixed point formula \( \langle Z \rangle \phi \) is computed by the \( [O] \) applications of function \( f_{\langle Z \rangle, \phi, e} \) on \( \theta \) (Tarski-Knaster fixed point theorem [39]). We omit the greatest fixed point construct as its semantics can be realized using the least fixed point and negation.

Model checking a labeled transition system against a given
\(\mu\)-calculus formula amounts to identifying the set of states in the transition system that belong to the semantics of the \(\mu\)-calculus formula.

**Alternation-Free Modal \(\mu\)-calculus.** For our purposes, it turns out that we only need the alternation-free fragment \(\mathcal{L}^\mu_{af}\) [17] of \(\mathcal{L}_\mu\). An attractive property of \(\mathcal{L}^\mu_{af}\) is that in it there is no real interaction between least and greatest fixpoint operators [27], which, at the expense of reduced expressive power relative to \(\mathcal{L}_\mu\), yields more efficient reasoning [27, 16].

**Translating Query Language to \(\mu\)-calculus.** We present a strategy to evaluate the proposed preference queries using model checking. We will augment the induced preference graph which encodes a labeled transition system with additional reverse edges; this will help in explaining the answers to multi-stakeholder preference queries in relation to the stakeholder preferences and the chosen semantics; however, in the implementation, such reverse edges can be handled implicitly. For every edge from \(a_i\) to \(a_j\) due to preference \(a_i \succeq a_j\) of stakeholder \(a_i\), we will add a reverse edge from \(a_j\) to \(a_i\).

Therefore, the set \(\{o \mid a_i \succeq a_j\} \in \psi\) or \(a \succ a\) can be expressed in \(\mu\)-calculus as: \(\mu Z. (\langle a \rangle \psi \land (a) Z)\). The semantics captures the set of states which can reach some state satisfying \(\psi\) via one or more reverse edges; the modal requirement \(\langle a \rangle\) is satisfied using reverse edges annotated with \(a\).

**Example 9** Consider the formula \(\mu Z. (\langle 1 \rangle \psi \lor (1) Z)\) representing the set of all states that have a path to a state satisfying \(\psi\) via one or more edges annotated with \(1\). We evaluate this expression using the induced preference graph shown in Figure 2. The semantic computation involves \(|O|\) applications of the function \(f_{z, a, o}(O') = (((\langle 1 \rangle \psi \lor (1) Z)_{z \to a, o}')\). Since this is a least fixed point expression, \(Z\) is first mapped to \(\emptyset\). Next, \(Z\) is mapped to \(\{o_1, o_2\}\), the set of outcomes of which one can reach an outcome satisfying \(\psi\) via one reverse edge annotated by \(1\).

Similarly, the set \(\{o \mid o' \succeq o\} \in \psi\) is equal to \(O \setminus \{o \mid o' \succeq o\} \in \psi\) \land \(o \succ o\), which can be expressed in \(\mu\)-calculus as: \(\neg\mu Z. (\langle a \rangle \psi \lor (a) Z)\). This semantics yields the set of states which have no path to any state that satisfies \(\psi\). Hence, a query of the form \(p \equiv q\), where \(p\) and \(q\) are atomic propositions, can be expressed in \(\mu\)-calculus as:

\[
p \land [\mu Z. (\langle a \rangle \psi \lor (a) Z)] \land [\neg\mu Z. (\langle a \rangle \psi \lor (a) Z)]
\]

Now, in **Collective Collaboration**, the set of outcomes that dominate at least one outcome satisfying \(\psi\) for a set \(A\) of stakeholders is given by \(\bigcup_{a \in A} \{o \mid o' \succeq o\} \in \psi\land o \succ o\}\) which in turn is reflected by the semantics of the \(\mu\)-calculus formula:

\[
\forall a, Z. (\mu Z. (\langle a \rangle \psi \lor (a) Z)).
\]

The preceding formula identifies the set of outcomes that have path(s) to some outcome satisfying \(\psi\) in the transpose-induced preference graph (i.e., using reversed edges) \(I\). Along each path that decides reachability, each of the edges must be annotated by the same \(a\).

On the other hand, in the **Constructive Collaboration**, the domination of outcomes over at least one outcome satisfying \(\psi\) for a set \(A\) of stakeholders is decided by \(\{o \mid o' \succeq o\} \in \psi\land o \succ o\}\) which in turn corresponds to the semantics of the \(\mu\)-calculus formula \(\mu Z. (\langle A \rangle \psi \lor (A) Z)\). This denotes the set of outcomes that have path(s) to some outcome satisfying \(\psi\) in the transpose-induced preference graph \(I\); the reachability is determined by the edges annotated by at least one element from \(A\).

Thus, the Witness and Agreement Conditions can be expressed in \(\mu\)-calculus as follows:

\[
\begin{align*}
\text{W1:} & \quad \text{semantics of } \bigvee_{a \in A} (\mu Z. (\langle a \rangle \psi \lor (a) Z)) \\
\text{W2:} & \quad \text{semantics of } \mu Z. (\langle A \rangle \psi \lor (A) Z) \\
\text{A1:} & \quad \text{semantics of } \bigwedge_{a \in A} (\neg \mu Z. (\langle a \rangle \psi \lor (a) Z)) \\
\text{A2:} & \quad \text{semantics of } \neg \mu Z. (\langle A \rangle \psi \lor (A) Z)
\end{align*}
\]

Figure 5 shows the translation function that, given an expression in the multi-stakeholder preference query language and the chosen multi-stakeholder preference semantics as arguments, outputs the corresponding \(\mathcal{L}^\mu_{af}\) expression. The run-time for translation is linear in the size \((n)\) of the number of operators \((\land, \lor, \neg, \psi)\) in the query. The size of the translation is of the order \(O(|A|^2 \times n^3)\), where \(|A|\) is the number of stakeholders, \(k\) the nesting depth of the queries of the form \(\forall i \in A \exists j \in A \forall k\), and \(n\) the size of the query. For instance, for a query of the form \((p \land q)\), \(n\) and \(k\) are both equal to 2. The run-time for model checking \(\mathcal{L}^\mu_{af}\) formula is linear in the size of the formula and the state space of the labeled transition system (induced preference graph). We expect the nesting depth of the query to be reasonably small and the run-time will be determined largely by the number of stakeholders in the query and the size of the number of outcomes (size of the induced preference graph). Note, however, that the number of outcomes is exponential in the number of attributes describing the outcomes, as in the case of reasoning with qualitative preferences [20].

The following theorem establishes the correctness of reduction of multi-stakeholder preference queries to \(\mathcal{L}^\mu_{af}\) expressions.

**Theorem 2** For a multi-stakeholder preference query \(\psi\) (as described in Section 4), \(o \in \langle \psi \rangle\) if and only if \(o \in [\forall t^r(\psi)]\), where \(t\) is the preference graph induced by the stakeholder preferences and \(i\) denotes the type (consensus or variants of collaborative) of semantics used to answer \(\psi\).

The proof of Theorem 2 proceeds by induction over the structure of the multi-stakeholder preference query.

### 6 Implementation and Experiments

We have implemented a multi-stakeholder preference reasoner in XSB tabled logic programming environment [38] to demonstrate the viability of our approach. The logical encoding of \(\mathcal{L}^\mu_{af}\) used allows for on-the-fly evaluation of logical queries, circumventing the need for constructing the complete multi-stakeholder induced preference graph. In other words, only the portion of the induced preference graph relevant for answering the query is constructed, resulting in significant savings in computational and memory savings relative to a naive implementation.

Our experiments with synthetic stakeholder preferences with varying numbers of attributes, number of stakeholders, different choices of collaborative semantics and nesting depths of queries show that all of the queries returned results in less than 2 seconds; For instance, a query of the form

\[
\text{tt P L}_3 (\text{tt P L}_2 (\text{tt P L}_1 \text{tt}))
\]
with 8 attributes where \( L_1 = \{2, 3, 4\}, L_2 = \{5, 6, 7\} \) and \( L_3 = \{8, 9, 10\} \) (where \( \forall i, L_i \subseteq A \) where \( A = \{1, \ldots, N\} \) is the set of all stakeholders) can be evaluated in less than 2 seconds for all possible choices of collaborative semantics. Additional preliminary experiments show that queries on graphs with \( \leq 200 \) vertices and with at most 400 edges per stakeholder (with nesting depth 3) can be answered within 20 seconds. Additional details of the experiments are given in [2]. These results are indicative of the practical feasibility of our approach.

7 Summary and Discussion

Summary. We provided the first formal treatment of reasoning with multi-stakeholder preferences in a setting where each stakeholder expresses their preferences in a qualitative preference language. We introduced a query language for expressing queries with respect to the preferences of a given set of stakeholders over sets of outcomes. Motivated by the needs of application scenarios, we introduced and analyzed several alternative semantics for such queries and examined their inter-relationships. We provided a provably correct algorithm for answering multi-stakeholder preference queries using model checking in alternation-free \( \mu \)-calculus. Results of preliminary experiments demonstrate the feasibility of the approach.

Related Work. Existing approaches to reasoning about qualitative preferences of multi-stakeholders leverage voting-based social choice mechanisms [30, 31, 12], starting with the seminal work of Connor et al. [30]. The applicability of such approaches is limited to settings where the stakeholder preferences are expressed over outcomes (rather than attributes of outcomes); or when they are expressed over attributes of an outcome, they are rather simple (e.g., expressible using CP-nets). A major focus of the social choice based approaches to multi-stakeholder preference reasoning is on voting strategies that are resistant to manipulation by some of the stakeholders and guarantee fair outcomes. The key aspects of our work that distinguish from social choice model such as mCP-net [30] are as follows: We seek to answer queries of the form \( \psi_1 \land P_A \land \psi_2 \), i.e., identify outcomes that satisfy \( \psi_1 \) and are more preferred to outcomes satisfying \( \psi_2 \), and are not less preferred to any outcome that satisfies \( \psi_2 \) by the set \( A \) of stakeholders, whereas mCP-net queries are about whether one outcome is preferred to another by the given set of stakeholders. The precise conditions for deciding the answer to \( \psi_1 \land P_A \land \psi_2 \) depends on the type of semantics. In the special case where the set of outcomes satisfying \( \psi_2 \) is a singleton set, then our semantics is similar to Pareto semantics defined in [30]. This raises the possibility of extending voting-based semantics where the set of outcomes satisfying \( \psi_2 \) is not a singleton set. In such as setting, one may use voting to identify an outcome (say \( o \)) that is preferred by a majority of the stakeholders, and include it in the solution set if it is preferred to one of the outcomes satisfying \( \psi_2 \) (similar to the witness condition in the paper), and all of them are not preferred to \( o \) (similar to the agreement condition in the paper), with the pair-wise outcome preferences decided using a voting mechanism.

Discussion. The framework introduced in this paper is especially useful in applications where it is necessary for multiple stakeholders to be able to express, explore and understand the implications of their preferences in settings where (i) the individual stakeholder preferences are naturally expressed over attributes of outcomes (as opposed to outcomes themselves), and are sufficiently nuanced to require more expressive preference languages e.g., TCP-nets [6] (which involve tradeoffs between conditional preferences), CI-nets [5] (which can express preferences between sets of objects), or their generalizations [34]; and (ii) there is a need for explanations of the role played by the preferences of different stakeholders in determining the outcomes of multi-stakeholder deliberations. One can envision extending this approach to allow individual stakeholders, once they understand the impact of their respective preferences, to minimally revise their preferences to arrive at a consensus that might otherwise have eluded them.

Work in progress. Work in Progress aims to (i) consider organizational structures that further constrain how preferences of multiple stakeholders influence outcomes (e.g., preferences of superiors overriding those of subordinates) (ii) generate targeted explanations of the answers to multi-stakeholder preference queries, (iii) support interactive revision of preferences by stakeholders in the search for consensus or compromise, (iv) further optimize the implementation of the multi-stakeholder preference reasoner, and rigorously assess its scalability as a function of the relevant factors, and (v) apply the resulting tools to support multi-stakeholder decision-making in public policy, healthcare, etc.
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