Knowl Inf Syst (2017) 53:551-577 @ CrossMark
DOI 10.1007/510115-017-1059-8

SURVEY PAPER

Recent advances in feature selection and its applications

Yun Li''? . Tao Li'*23 . Huan Liu?

Received: 19 June 2016 / Accepted: 27 April 2017 / Published online: 5 May 2017
© Springer-Verlag London 2017

Abstract Feature selection is one of the key problems for machine learning and data min-
ing. In this review paper, a brief historical background of the field is given, followed by a
selection of challenges which are of particular current interests, such as feature selection
for high-dimensional small sample size data, large-scale data, and secure feature selection.
Along with these challenges, some hot topics for feature selection have emerged, e.g., sta-
ble feature selection, multi-view feature selection, distributed feature selection, multi-label
feature selection, online feature selection, and adversarial feature selection. Then, the recent
advances of these topics are surveyed in this paper. For each topic, the existing problems are
analyzed, and then, current solutions to these problems are presented and discussed. Besides
the topics, some representative applications of feature selection are also introduced, such as
applications in bioinformatics, social media, and multimedia retrieval.
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1 Introduction

Feature selection is an important and frequently used technique for dimension reduction by
removing irrelevant and redundant information from the data set to obtain an optimal feature
subset [1,2]. It is also a knowledge discovery tool for providing insights into the problems
through the interpretation of the most relevant features. Feature selection research dates back
to the 1960s. Hughes used a general parametric model to study the accuracy of a Bayesian
classifier as a function of the number of features [3]. Since the research in feature selection has
been a challenging field, some researchers have doubted about its computational feasibility,
such as in the paper [4]. Despite the computationally challenging scenario, the research in
this direction continued. As of 1997, several papers on variable and feature selection were
published [5,6]; however, few papers dealt with data sets with more than 40 features [1].
Nowadays, it has enjoyed increased attention due to the massive growth of data across many
scientific disciplines, such as in genomic analysis [7], text mining [8], to name a few. To deal
with these data, feature selection faces some new challenges. Then, it is timely and significant
to review the relevant topics to these emerging challenges and give some suggestions to the
practitioners. The discussed challenges and topics are listed in Table 1.

Feature selection brings the immediate effects of speeding up a data mining algorithm,
improving learning accuracy, and enhancing model comprehensibility. However, finding an
optimal feature subset is usually intractable [6] and many problems related to feature selec-
tion have been shown to be NP-hard [9]. To efficiently solve this problem, two frameworks
are proposed up to now. One is the search-based framework, and the other is the correlation-
based framework [2]. For the former, the search strategy and evaluation criterion are two
key components. The search strategy is about how to produce a candidate feature subset,
and each candidate subset is evaluated and compared with the previous best one according
to a certain evaluation criterion. The process of subset generation and evaluation is repeated
until a given stopping criterion is satisfied. For the latter, the redundancy and relevance of
feature are calculated based on some correlation measure. The entire original feature set
can then be divided into four basic disjoint subsets: (1) irrelevant features, (2) redundant
feature, (3) weakly relevant but non-redundant features, and (4) strongly relevant features.
An optimal feature selection algorithm should select non-redundant and strongly relevant
features. When the best subset is selected, generally, it will be validated by prior knowledge
or different tests via synthetic and/or real-world data sets. One of the most well-known data
repositories is in UCI [10], which contains many kinds of data sets with different sizes of

Table 1 The summary of challenges and topics for current feature selection research

Challenges Topics

High dimensionality small sample size (HDSSS) data Topic 1: Stable feature selection
Topic 2: Sparsity-based feature selection
Topic 3: Multi-sources feature selection
Big data Topic 4: Distributed feature selection
Topic 5: Multi-view feature selection
Topic 6: Multi-label feature selection
Topic 7: Online feature selection
Secure feature selection Topic 8: Privacy-preserving feature selection

Topic 9: Adversarial feature selection
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sample and dimensionality. Feature Selection @ ASU (http://featureselection.asu.edu) also
provides many benchmark data sets and source codes for different feature selection algo-
rithms. In addition, some microarray data, such as Leukemia [11], Prostate [12], Lung [13],
and Colon [14], are often used to evaluate the performance of feature selection algorithms
on the high dimensionality small sample size (HDSSS) problem.

The feature selection algorithms have been surveyed in many papers [1,2,15-17]. How-
ever, in recent years, the fast development of machine learning broadens the scopes of feature
selection research and applications, and then, it is time to comprehensively study the recent
advances of feature selection. We need to point out that [ 18—20] are three latest review papers
on feature selection. The [18] still focuses on the traditional feature selection similar to [2,17]
besides the comparison of some classical feature selection algorithms on some real-world
data sets. Most of algorithms summarized in [19,20] are under the hybrid (embedded) model.
The evaluation function of these algorithms generally consists of a loss function and a L1 or
L2,1 regularization term, aiming for sparsity. The features with nonzero weights are selected
ones. However, in our survey, besides the topics introduced in [19,20], many recent devel-
opments are also reviewed, such as distributed feature selection, stable feature selection, and
privacy-preserving feature selection. While [20] summarizes the feature selection algorithms
from the data perspective, we review the algorithms from the problem perspective.

The review is organized as follows: some previous related works are introduced according
to some frameworks in Sect. 2, and the advanced topics of feature selection are summarized
in Sect. 3. Section 4 presents the representative applications of feature selection. The paper
ends with future works and conclusion in Sect. 5.

2 Related work

Many feature selection algorithms have been proposed over the past decades. These algo-
rithms are either search-based or correlation-based. We briefly introduce existing algorithms
according to these two frameworks.

2.1 Feature selection frameworks

In the following two subsections, we show how feature selection works in each framework
and what their strengths and weaknesses are.

2.1.1 Search-based feature selection framework

For the search-based framework, a typical feature selection process consists of three basic
steps (shown in Fig. 1), namely subset generation, subset evaluation, and stopping criterion.
Subset generation aims to generate a candidate feature subset. Each candidate subset is
evaluated and compared with the previous best one according to a certain evaluation criterion.
If the newly generated subset is better than the previous one, it will be the latest best subset.
The first two steps of search-based feature selection are repeated until a given stopping
criterion is satisfied.

Figure 1 indicates that search-based feature selection includes two key factors: the evalua-
tion criterion and the search strategy. According to the evaluation criterion, feature selection
algorithms are categorized into filter, wrapper, and hybrid (embedded) models. Feature selec-
tion algorithms under the filter model rely on analyzing the general characteristics of data and
evaluating features without involving any learning algorithms. Wrapper utilizes a predefined
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Fig. 1 Search-based feature selection
Table 2 The analysis of search-based feature selection algorithms
Models Advantages Disadvantages
Filter Fast
Scalable Ignores interaction with the classifier
Independent of the classifier
Wrapper Simple Risk of overfitting
Interacts with the classifier Classifier dependent selection
Models feature dependencies Computationally intensive
Hybrid (embedded) Interacts with the classifier
Less complexity than Wrapper Classifier dependent selection

Models feature dependencies

learning algorithm instead of an independent measure for subset evaluation. A typical hybrid
algorithm makes use of both an independent measure and a learning algorithm to evaluate
feature subsets. The analysis of advantages and disadvantages for filter, wrapper, and hybrid
model is summarized in Table 2. On the other hand, search strategies are usually categorized
into complete, sequential, and random models. Complete search evaluates all feature subsets
and guarantees to find the optimal result according to the evaluation criterion. Sequential
search likes to add or remove features for the previous subset at a time. Random search starts
with a randomly selected subset and injects randomness into the procedure of subsequent
search. Some earlier studies have been categorized based on the evaluation criterion and the
search strategy in [2].

Nowadays, as the big data with high dimensionality are emerging, the filter model has
attracted more attention than ever. Feature selection algorithms under the filter model rely
on analyzing the general characteristics of data and evaluating features without involving
any learning algorithms; therefore, most of them do not have bias on specific learner models.
Moreover, the filter model has straightforward search strategy and feature evaluation criterion,
and then, its structure is always simple. The advantages of the simple structure are evident:
first, it is easy to design, easy to be understood by other researchers. Second, it is usually
very fast [15] and is often appropriate for high-dimensional data.

2.1.2 Correlation-based feature selection framework

Besides the search-based feature selection, another important framework for feature selection
is based on the correlation analysis between features and classes. The correlation-based
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Fig. 2 Optimal subset for correlation-based feature selection
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Fig. 3 Correlation-based feature selection

framework considers the feature—feature correlation and feature—class correlation. Generally,
the correlation between features is known as feature redundancy, while the feature—class
correlation is viewed as feature relevance. Then an entire feature set can be divided into
four basic disjoint subsets: (1) irrelevant features, (2) redundant features, (3) weakly relevant
but non-redundant features, and (4) strongly relevant features. An optimal feature selection
algorithm should select non-redundant and strongly relevant features as shown in Fig. 2.
The classical definitions for feature relevance and redundancy are introduced as follows. Let
F={f1,..., fs} be a full set of features, C be a full set of class labels, P be the probability
distribution, f; be a feature, and S; = F — f;.

Definition 1 (Strong relevance) Given a class C, a feature f; is strong relevance iff
P(Clfj.8j) # P(CIS)) ()
Definition 2 (Weak relevance) Given a class C, a feature f; is weakly relevant iff
P(C|f;,Sj) = P(C|S;), and
38 CS;, such that P(C|f;,S)) # P(C|S) )
Definition 3 (Irrelevance) Given a class C, a feature f; is irrelevant iff
VS, cS;, P(CIf;,S)) = P(CIS) (&)

Definition 4 (Redundancy) Let f be the current selected feature subset, a feature f; is redun-
dant iff it is weakly relevant and has a Markov blanket M ; within f. And M is said to be a
Markov blanket for f; iff

PE¥F—M;—{f;},Clfj,Mj)=PF—M; —{f;},CIM;) 4)

The correlation-based feature selection framework is shown in Fig. 3, which consists of
two steps: relevance analysis determines the subset of relevant features, and redundancy
analysis determines and eliminates the redundant features from relevant ones to produce the
final subset. This framework has advantages over the search-based framework as it circum-
vents subset search and allows for an efficient and effective way in finding an approximate
optimal subset. The most well-known feature selection algorithms under this framework are
mRMR [21], Mitra’s [22], CFS [23], and FCBF [24,25].

In Sect. 2, we briefly summarize the earlier studies on feature selection. For more details
about the basic knowledge of feature selection and the algorithms mentioned above, please
referto [1,2,15-17]. In the following section, we will focus on the recent advances on feature
selection along with the newly emerged challenges in data processing.
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3 Advanced topics for feature selection

The massive amounts of high-dimensional data bring about both opportunities and challenges
to feature selection. Valid computational paradigms for new challenges are becoming increas-
ingly important. Then along with the paradigms, many feature selection topics are emerging,
such as feature selection for high dimensionality small sample size (HDSSS) data, feature
selection for big data mining, feature selection for multi-label learning, feature selection with
privacy preservation, and feature selection for streaming data mining. So we like to survey
these new ongoing topics and corresponding solutions in this section.

3.1 Feature selection for high dimensionality small sample size data

One challenging scenario in many feature selection applications is the HDSSS, where the
dimensionality of data is extremely high, while the sample size is very small. The related
topics of feature selection for the HDSSS data include stable feature selection, sparsity
representation and multi-sources feature selection.

Topic 1: Stable feature selection

Problem Various feature selection algorithms have been developed with a focus on improving
classification accuracy while reducing the dimensionality. Furthermore, another important
issue about the stability of feature selection recently attracted much attention. The stability
means the insensitivity of the result of a feature selection algorithm to variations of the training
set [26-28]. When feature selection is adopted to identify the critical markers to explain some
phenomena, the stability is very important. For instance, in microarray analysis, biologists
are interested in finding a small number of features (genes or proteins) that explain the
mechanisms driving different behaviors of microarray samples. A feature selection algorithm
is often used to choose a subset of genes or proteins. However, the selection results will be
largely different under variations to the training data, although most of results are similar
to each other in terms of the classification performance [28]. Such instability dampens the
confidence of domain experts in experimentally validating the selected features.

In consideration of the importance of stability in applications, several stable feature
selection algorithms have been proposed, such as ensemble methods [26,29-31], samples
weighting [27,32], and feature grouping [28,33], to name a few. A comprehensive survey on
stable feature selection can be found in [34]. We like to introduce these solutions in detail as
follows:

Solution 1 Ensemble methods. Ensemble feature selection techniques use an idea similar to
ensemble learning for classification: In the first step, a number of different feature selectors
are produced, and in a final phase, the outputs of these separate selectors are aggregated and
returned as the final (ensemble) result. Variation in the feature selectors can be achieved by
various methods: choosing different feature selection techniques, instance-level perturbation
(e.g., by removing or adding samples), feature-level perturbation (e.g., by adding noise to
features), stochasticity in the feature selector, Bayesian model averaging, or combinations
of these techniques. Aggregating different feature selection results can be done by weighted
voting, e.g., in the case of deriving a consensus feature ranking, or by counting the most
frequently selected features in the case of deriving a consensus feature subset [26].

In this paper, we present the ensemble feature weighting as an example and the framework
is shown in Fig. 4. The Bootstrap-based strategy is used to train base feature selectors on m
different bootstrap subsets of the original training set D. Ensemble feature weighting result
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Fig. 4 Ensemble feature weighting

is achieved by averaging the obtained outputs Wp,) (t = 1, ..., m) from the base feature
selectors. The theoretical analysis and experimental results about the stability of ensemble
feature weighting are presented in our work [35,36].

Solution 2 Sample weighting. The main idea of this solution is to assign different weights to
each sample in the training set, and the weight depends on sample’s influence to feature rel-
evance estimation. Then it provides a weighted training set to train feature selection method.
The key point in this solution is how to determine the sample influence on feature relevance.
The influence is always measured by the samples’ view or local profile of feature relevance.
The basic idea behind the local profile is that the central mass region containing most of the
instances is clearly more important in deciding the aggregate feature weight than the outlying
region with a couple of outliers. Following the ideas of importance sampling, instances with
higher outlying degrees from central mass region should be assigned lower instance weights,
which leads to reduce the variance of feature weighting under training data variations. If a
sample shows a noticeably distinct local profile from other samples, its absence or presence
in the training data will substantially affect the feature selection result. In order to improve
feature selection stability, samples with remote local profiles need to be weighted differently
from other samples. In [27,32], the local profile of feature relevance for a given sample is
measured based on hypothesis margin, and then, a margin-based sample weighting algorithm
is proposed to assign a weight to each sample according to the remote degree of its local
profile. In [27,32], for a sample x;, its hypothesis margin is always determined by the distance
among X;, its nearest neighbor with same class label and its nearest neighbor with different
class label. An intuitive interpretation of hypothesis margin is a measure of the proportion of
the features in x; that can be corrupted by noise (or how much x; can “move” in the feature
space) before x; is being misclassified [37]. Of course, the local profile of a sample can be
calculated using other measures, and it is an ongoing research.

Solution 3 Feature grouping. It is motivated by a key observation that intrinsic feature groups
(or groups of correlated features) commonly exist in high-dimensional data, and such groups
are resistant to the variations of training samples. Then, it is natural to select stable features
through determining the features groups. Usually, we can approximate intrinsic feature groups
by a set of consensus feature groups and perform feature selection in the transformed feature
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space described by consensus feature group. Generally, the (ensemble) clustering algorithm
can be adopted to identify the consensus feature groups. For example, the DRAGS is proposed
in [33] to identify dense feature groups based on kernel density estimation, and treat features in
each dense group as a coherent entity for feature selection. Another feature grouping method
is introduced in [28] based on ensemble idea, which has two essential steps in identifying
consensus feature groups:

Step 1. To create an ensemble of feature grouping results;
Step 2. To aggregate the ensemble into a single set of consensus feature groups.

In Step 1, the Dense Group Finder (DGF) in DRAGS algorithm is considered as the base
algorithm for identifying feature groups and is applied on a number of bootstrapped training
sets from a given training set. The result of this step is an ensemble of feature groupings.
In Step 2, a given ensemble of feature groupings is aggregated into a final set of consensus
groups. The aggregation strategy is resorted to instance-based ensemble clustering or cluster-
based ensemble clustering [38].

Discussion For the solutions introduced above, Solutions 1 and 2 utilizes the label infor-
mation, and then, they are supervised stable feature selection solutions. Solution 3 does not
rely on the label information, and it belongs to unsupervised learning. Then, one future work
for stable feature selection is to combine supervised methods with unsupervised ones to
obtain semi-supervised stable feature selection methods. We also observe that ensemble is a
widely adopted idea to improve the stability of feature selection, such as in Solutions 1 and 3.
However, the ensemble strategies used in Solutions 1 and 3 are borrowed from classification
or clustering ensemble. Then, specific ensemble strategy for stable feature selection should
be proposed in future. Lastly, for all the aforementioned stable feature selection solutions,
stability validation mainly depends on the experiment, and the insight of feature selection
stability is not explored completely. Although we have done some primary theoretical works
on the stable feature weighting in [36], the stability of feature ranking and feature subset
selection is not investigated. As a result, the theoretical analysis for stable feature selection
still needs more attention.
Topic 2: Sparsity-based feature selection

Problem For the HDSSS data, the dimensionality is extremely high, while the sample size
is very small. Sparsity-based feature selection is an efficient tool to select features from
HDSSS data. The basic idea of sparsity-based feature selection is to impose a sparse penalty
to select discriminative features. The L1-norm (namely Lasso, least absolution shrinkage and
selection operator) [39] is effectively implemented to make the learning model both sparse
and interpretable. Feature selection with L1-norm has been fully analyzed in [40]. However,
Lasso tends to select only one of the pairwise correlated features and cannot induce the group
effect. Then, the Lasso should be largely improved.

Solution 1 In order to remedy the deficiency of Lasso and due to the importance of structural
information, such as group, recently a general definition of the structured sparsity-inducing
norm is proposed to incorporate the prior knowledge or structural constraints to find the
suitable linear features [41]. Group Lasso [42] and elastic net [43], and even the tree-guided
group Lasso [44] are under the setting of structured sparsity-inducing norm. A very popular
and successful approach to learn linear classifiers w = {wy, ..., wg} with structured features
is to minimize a regularized empirical loss. For a give data set D = {X, Y} = {x;, ¥i}/_,,
we choose a predictor w by minimizing the following empirical loss with regularized term,

@ Springer



Recent advances in feature selection and its applications 559

n
mint > LW xi.yi) + yR(W, U) 5)
Yo

where L(-) is the loss function. Popular choices of L(-) are least squares, hinge and logistic
loss. R(-) is a regularization term, and y is the regularization parameter controlling the
trade-off between the L(-) and the regularization. U denotes the structure of features, which
includes group structure, tree structure, and graph structure. The value of elements in the
learned classifier w can be equal to zero. Since each element in w corresponds to one feature,
such as w; corresponds to feature f;, (j = 1,...,d), feature selection then chooses the
features correspond to elements with nonzero value in w. The detailed summary for group
structure, tree structure, and graph structure information used in the sparsity-based feature
selection is presented in [19].

Solution 2 Besides the sparsity-based feature selection embedded structure information,
another notable advance is the implementation of safe feature screening before sparsity-
based feature selection. The safe feature screening intrinsically belongs to feature selection.
For large-scale problems, solving the L1 regularized sparsity with higher accuracy remains
challenging. One promising solution is first to discard (“screening”) the “inactive” features.
This would result in a reduced feature matrix for sparsity-based feature selection and save the
computational cost and memory size. A fast and effective sparse logistic regression screening
rule (Slores) to identify the “inactive” features is proposed in [45]. The proposed screening
rule detects “inactive” features by estimating an upper bound of the inner product between
each feature vector and the “dual optimal solution” of the L1 regularized logistic regression.
The safe screening rule has been applied into multi-task feature learning [46].

Discussion The sparsity-based feature selection has gained much attention in machine learn-
ing and statistics. For more details about the sparsity-based feature selection, please refer to
the latest survey [19,20]. The sparsity strategy is also adopted in many other feature selection
topics, such as online feature selection described below.

Topic 3: Multi-source feature selection

Problem The small sample size in the HDSSS problem has negative influence on the relia-
bility of statistical analysis. An alternative way to address this issue is to utilize additional
information sources to enhance our understanding of the data in hand, which leads to multi-
source feature selection. How to extract and represent useful knowledge for feature selection
from different sources and then obtain the uniform result is one key problem in multi-source
feature selection. As summarized in [15,47], the knowledge used in feature selection usually
can be categorized into two kinds: the knowledge about features and the knowledge about
samples. The former usually contains information about the properties of features or their
relationships, and the latter usually contains sample categories or their similarity.

Solution 1 One framework for multi-source feature selection introduced in [15] is shown in
Fig. 5 where the heterogeneous knowledge is commonly represented by similarity among
samples via conversion operation, and the spectral feature selection algorithm is applied. The
framework can be summarized as follows:

(1) Knowledge conversion. The conversion operator is adopted to extract a local specifica-
tion of sample similarity matrix for each knowledge source;

@ Springer



560 Y. Lietal.

Knowledge of Features Knowledge of Samples

= =1

Sample Similarity Pattern

b

<L

Spectral Feature Selection

Global Pattern features

Reduced

Target Data Data

Samples

Fig. 5 The framework for multi-sources spectral feature selection

(2) Knowledge integration. The multiple local sample similarity matrices are linearly com-
bined to obtain a global similarity matrix;

(3) Feature selection. A spectral feature selection algorithm is performed on the obtained
global similarity matrix.

Note that the different knowledge sources need different conversion operations. For exam-
ple, if the similarity among features is given, then the feature covariance can be constructed
and used in calculating the pairwise sample similarity via Mahalanobis distance [15].

Solution 2 The above framework depends on combining local sample similarity matrix and
a spectral feature selection algorithm has to be used, which is not flexible for the choice
of other feature selection algorithms in handling small sample data. Then, another general
framework—KOFS—is presented in [47] to address this limitation through combining the
local feature selection results from different knowledge sources. KOFS consists of three
components described below and is shown in Fig. 6.

(1) Knowledge conversion. Transform different types of human or external knowledge to
certain types internal knowledge that can be used by feature selection algorithms.

(2) Feature ranking. Rank the features based on the internal knowledge and some given
criterion. And for multiple knowledge, we can obtain several feature ranking results.

(3) Rank aggregation. Combine the multiple feature ranking results to generate the final
ranking.

Discussion Multi-source feature selection aims to utilize various knowledge sources to
advance feature selection research on the HDSSS problems. The key problem for multi-
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source feature selection is knowledge conversion. We should convert the heterogeneous
knowledge from different sources into samples or features knowledge that can be utilized
by a feature selection method. Then, the knowledge conversion depends on the knowledge
source and the feature selection algorithm. On the other hand, the usefulness of knowledge
sources for feature selection and the combination of feature selection result from different
sources should be discussed.

3.2 Feature selection for big data

With the rapid development of the Internet, big data of large volume and ultrahigh dimen-
sionality has emerged in various machine learning applications. For instance, Weinberger
et al. [48] have studied a collaborative spam email filtering task with 16 trillion (1013 unique
features. With the tremendous growth of data set sizes, the scalability of most current feature
selection algorithms may be jeopardized. To improve the scalability of a feature selection
algorithm, the distributed computing strategy is always adopted. In addition, in big data era,
we can describe the data information based on multiple views, which are corresponding to
different knowledge sources. Then, multi-view feature selection is another topic relevant with
big data.
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Topic 4: Distributed feature selection

Given a large-scale data set containing a huge number of samples and features, the scala-
bility of a feature selection algorithm becomes extremely important. However, most existing
feature selection algorithms are proposed to deal with the data sets whose sizes are under
several gigabytes. In order to improve the scalability of existing feature selection methods for
large-scale data sets, the feature selection is always performed in distributed manner. It has
been shown in [49] that any operation fitting the Statistical Query model can be computed
in parallel based on data partitioning. Studies also showed that when the data size is large
enough, parallelization based on data partition can result in linear speedup as computing
resources increase [49].

Problem I When the data are located at a central database, how to implement the distributed
feature selection.

Solution For a central data repository, efficient distributed programming models and pro-
tocols, such as MPI [50] and Google’s MapReduce [51], are resorted. These models help
implement the distributed feature selection on high-performance computer grids or clusters.
In general, feature selection can be parallelized in four steps as follows: (1) decompose the
feature selection process into summation forms over training samples, (2) divide data and
store data partitions on nodes of the cluster, (3) compute local feature selection results in par-
allel on nodes of the cluster, and (4) calculate the final feature selection result by integrating
the local results.

For example, the spectral feature selection is parallelized on MPI as described in [52]. In
addition, a novel large-scale feature selection algorithm is proposed in [53]. The algorithm
chooses features by evaluating their abilities to explain data variances. The algorithm can
read data in distributed form and perform parallel feature selection in both symmetric multi-
processing mode and massively parallel processing mode. The algorithm has been developed
as a SAS High-Performance Analytics procedure.

Problem 2 On the other hand, data are not located at a central repository, and rather distributed
across a large number of nodes in a network. The next generation of Peer-to-Peer (P2P)
networks provides an example. The existing feature selection algorithms cannot be directly
executed under these scenarios. Therefore, analysis of data in such networks will require the
development of another type of distributed feature selection algorithm capable of working in
such large-scale distributed environments.

Solution In [54], a distributed feature selection algorithm on P2P network is introduced. The
proposed P2P feature selection algorithm (PAFS) incorporates three popular feature selection
criteria: misclassification gain, gini index, and entropy measurement. As a first step, these
measurements are evaluated in a P2P network without any data centralization. Then, the
algorithm works based on local interactions among participating peers. The algorithm is
provably correct in the sense that it converges to the correct result compared to centralization.
And the proposed algorithm has low communication overhead.

Discussion When data are distributed across a large number of nodes in a network, a
distributed feature selection algorithm has to enable an information exchange and fusion
mechanism to ensure that all distributed sites (or information sources) can work together
to achieve a global optimization goal [55]. Local feature selection and correlations are the
key steps to ensure that the results discovered from multiple information sources can be
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consolidated to meet the global objective. For the current distributed feature selection, the
data in each node or peer have the same set of features. However, more studies are needed in
the distributed feature selection when the data in different nodes may have different feature
representations.

Topic 5: Multi-view feature selection

Problem In the era of big data, we can easily access information from different sources. For
example, in medical scenario, measurements from a series of medical examinations are doc-
umented for each subject, including clinical, imaging, immunologic, serologic, and cognitive
measures. These measurements are obtained from multiple sources, and each measurement
is a view of subject. It is desirable to combine all these measurements for multi-view learning
in an effective way. However, some measurements are irrelevant or noisy, even conflicting,
which is unfavorable for multi-view learning. To address this issue, feature selection should
be incorporated into the process of multi-view learning.

Solutions Three strategies of multi-view feature selection are summarized in [56]: (1) con-
catenates features from all views in the input space, and then a traditional feature selection
method is adopted; (2) converts multiple views into a tensor and directly performs feature
selection in the tensor product space; (3) efficiently conducts feature selection in the input
space while effectively leveraging relationships between the original data and its reconstruc-
tion in the tensor product space. Methods (1) and (2) ignore the intrinsic properties of raw
multi-view features and hidden relationships between the original data and its reconstruc-
tion. The problem of feature selection in the tensor product space is formulated as an integer
quadratic programming problem in [57]. However, this method is limited to the interaction
between two views and is hard to be extended to many views, since it directly selects fea-
tures in the tensor product space resulting in the curse of dimensionality. Tang et al. [58]
study multi-view feature selection in the unsupervised setting. Taking into account the latent
interactions among views in [56], tensor product is used to organize multi-view features,
and [56] studies the problem of multi-view feature selection based on SVM-RFE [59] and
tensor techniques.

Discussion In the era of big data, multi-view learning is an useful paradigm to deal with
heterogeneous data. The multi-view feature selection is different from the multi-source fea-
ture selection above. If multi-source feature selection is adopted, feature selection is always
conducted independently for each resource and the results from multi-source are combined
to obtain the final result. This feature selection paradigm always assumes each source is
sufficient to learn the target concept and ignore the relationship between sources. How-
ever, in multi-view learning, individual view can often provide complementary information
to each other and does not assume each view is sufficient to learn target concept, which
lead to the improved performance in real-world applications. Moreover, the relationship
between views is considered in multi-view learning, and tensor product space is always used
to represent this relationship. In summary, multi-source feature selection is a special case
for multi-view feature selection. On the other hand, the multi-view learning is also rele-
vant with the cross-domain learning, i.e., to transfer the already learned knowledge from a
source domain to a target domain. Then, multi-view feature selection can be applied into
transfer learning by taking advantage of the typically available multiple views of the data in
domains [60].
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Topic 6: Multi-label feature selection

Problem In traditional feature selection, the training sample always has a unique label. How-
ever, in many real applications, each instance can be associated with more than one class
label. Then, feature selection for multi-label data also attracts much attention.

Solution 1 The simplest way to implement feature selection on multi-label data set is based
on transformation, i.e., change the multi-label data set into a single-label one and a traditional
feature selection method is used. There are a lot of strategies to transform a multi-label data
set into a single-label one, such as,

(1) Simple transformation. Its main idea is to convert a multi-label data set into a single-label
one by some label selection operator, such as selecting the most frequent label in the data
set (select-max), the least frequent label (select-min), a random label (select-random),
simply discard every multi-label example (select-ignore).

(2) Copy transformation. This transformation copies each multi-label instance B times,
where B is the number of labels associated with that instance. Each copied instance is
then assigned one distinct single label from the original B-label set. A slightimprovement
of the copy transformation is the weighting copy, which assigns a weight % to each copied
instance.

(3) Label powerset transformation. Label powerset (LP) considers each subset of labels that
exists in the multi-label training data set as one label.

(4) Binary relevance transformation. Binary relevance (BR) creates a binary training set
for each label in the original data set. Besides the classic transformations above, a new
transformation based on the entropy measure is presented in [61], where an instance is
assigned to a label according to a certain probability. Then, after the data transformation
step, many single-label feature selection techniques can be used, for example, infor-
mation gain [62], Chi-square statistic [63], and Orthogonal Centroid Feature Selection
(OCFS) [64].

Solution 2 The multi-label feature selection methods based on transformation usually suffer
from the deficiency that the correlation among the class labels is not taken into account.
Furthermore, when there are lots of class labels, the obtained single-label data sets may be
too large. Then, each imbalanced single-label data set will face the problems of sparse train-
ing samples and imbalance class distribution. So it is desirable to propose feature selection
algorithms to deal directly with multi-label data. Most current methods are adaptations of
well-known single-label feature selection algorithms. For example, in [65], the well-known
algorithm Fast Correlation-Based Filter (FCBF) [24,25] is extended to handle multi-label
data through graphical model to represent the relationships among labels and features.
Another example is presented in [66], where a multi-label feature selection approach gMLC is
designed for graph classification. It is based on an evaluation criterion to estimate the depen-
dence between subgraph features and multiple labels of graphs. Then, a branch-and-bound
algorithm is proposed to efficiently search for optimal subgraph features by judiciously prun-
ing the subgraph search space using multiple labels. Moreover, a multi-label feature selection
method is also described in [67], which is based on the minimization of correlation regu-
larized loss of label ranking [68]. In our recent work [69], we adopted the graph model to
capture the label correlation, and propose a multi-label feature selection algorithm based on
graph and large margin theory.
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Discussion Most of current multi-label feature selection methods are the extension of tra-
ditional single-label feature selection approaches. A future research is to design multi-label
feature selection that it can directly deal with multi-label data set without any transformation
and sufficiently consider the relationship between labels.

Topic 7: Online feature selection

Problem 1 All feature selection methods introduced above assume that all features are known
in advance. Now another interesting scenario should be considered where candidate features
are sequentially presented to the classifier. In this scenario, the candidate features are gen-
erated dynamically and the size of features is unknown. This kind of feature selection for
streaming features is also called online feature selection. Online feature selection is signifi-
cant in many applications. For example, the famous microblogging Web site Twitter produces
more than 250 millions tweets per day and many new words (features) are generated such
as abbreviations. When we like to select features for tweets, it is impossible to wait until all
features have been generated; thus, it could be more preferable to online feature selection.

Solution Up to now, some online feature selection methods have been proposed in [19,70-
74]. In general, an online feature selection algorithm will perform the following steps [19],

Step 1: Generating a new feature,

Step 2: Determining whether the newly generated feature should be added to currently
selected feature subset,

Step 3: Determining whether some features should be removed from the currently selected
feature subset when the new feature is added,

Step 4: Repeat Steps 1-3.

Note that different algorithms may have different implementations for Steps 2 and 3.
Step 3 is optional and some online feature selection algorithms only implement Step 2. The
correlation model introduced in Sect. 2 is always used in online feature selection to calculate
the new feature’s relevance and redundancy, which will determine the new feature’s inclusion,
and the selected features’ deletion.

The general online feature selection algorithms often assume features arrive one by one at a
time; however, in some practical applications such as image analysis and email spam filtering,
features may arrive by groups. Then, the online feature selection should consider the group
information. A novel selection approach is proposed in [75] to solve the online group feature
selection problem. The proposed approach consists of two stages: online intra-group selection
and online inter-group selection. In the intra-group selection, spectral analysis is used to select
discriminative features in each group when it arrives. In the inter-group selection, Lasso is
adopted to select a globally optimal subset of features. This two-stage procedure continues
until there are no more features arrive or some predefined stopping conditions are met.

Problem 2 On the other hand, we also encounter another scenario that training instances
arrive sequentially, while all features are available before the selection process. Online feature
selection in this scenario aims to select a small and fixed number of features in an online
learning fashion.

Solution Take this problem into account, an approach for this online feature selection is
proposed in [76]. When the learner received a training instance at each time, the classifier will
immediately make a prediction of the instance. When the training instance is misclassified,
the classifier is first updated by online gradient descent and then projected to a L, ball to
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ensure that the norm of the classifier is bounded. If the resulting classifier has more than K
nonzero elements in weight vector (K is the fixed number of selected features), the algorithm
will take a truncate technique, simply keeping the K elements in classifier with the largest
absolute weights.

Problem 3 A new problem for online feature selection is to learn from doubly streaming
data where both data volume and feature space increase over time. This problem is always
referred as mining trapezoidal data streams, to which existing online learning, online feature
selection and streaming feature selection algorithms are inapplicable.

Solution A new Sparse Trapezoidal Streaming Data mining algorithm (STSD) that combining
online learning and online feature selection to enable learning trapezoidal data streams with
infinite training instances and features is introduced in [77]. Specifically, when new training
instances carrying new features arrive, the classifier updates the existing features by following
the passive-aggressive update rule used in online learning and updates the new features
with the structural risk minimization principle. Feature sparsity is also introduced using
the projected truncation techniques. The first challenge is to update the classifier with an
augmenting feature space. The classifier update strategy is able to learn from new features.
The second challenge is to build a feature selection method to achieve a sparse but efficient
model, i.e., sparsity strategy.

The update strategy: On each round, when received a training instance, the classifier
will immediately predict the instance and compute an instantaneous loss of the prediction
using some loss function, such as hinge-loss. In order to make the classifier to learn from
new features, the weight vector of classifier is divided into two parts, one part represents a
projection of the original feature space and the other denotes new features that are in current
round while not in last round. If the prediction is correct, there is not update of current weight
vector. Otherwise, the constrained optimization problem is obtained as the solution to the
update strategy. On the one hand, the constrained problem forces the classifier to predict
correctly. On the other hand, the constrained problem forces the projection of feature space
close to the weight vector obtained in last round with the aims to inherit information and let
the weights of new features be small to minimize structural risk and avoid overfitting.

The sparsity strategy: the algorithm takes truncate technique by introducing a parameter to
control the proportion of features. Besides, the algorithm introduces a projection step by pro-
jecting the weight vector to an L ball because one single truncation step does not work well.

Discussion In the big data era, the streaming feature and sample will be encountered in
many applications, such as financial analysis, online trading, and medical testing. Static fea-
ture selection methods cannot adapt to the characteristics of dynamic data streams, such as
continuity, variability, rapidity, and infinity, and can easily lead to the loss of useful informa-
tion. Therefore, effective theoretical and technical frameworks are needed to support online
feature selection. The online feature selection simultaneously considering the streaming fea-
ture and streaming sample is an active research topic.

3.3 Secure feature selection

Currently, many collected data for pattern recognition and data mining are highly sensitive,
such as medical details, census records, bank statements, and inventory records. These data
reveal the intimate details in our daily life. So the analysis of private information often
raises concerns regarding the privacy rights of individuals and organizations. However, most
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feature selection methods do not address the information security issues. Then, secure feature
selection should be put more attention. Among the different secure concerns, the privacy-
preserving feature selection and adversarial feature selection are our focus.

Topic 8: Privacy-preserving feature selection

Problem 1 The goal of privacy-preserving feature selection is to find a feature subset that a
classifier will minimize the classification error in the selected feature space, and the sum of
privacy degree of features in the selected subset will not beyond the predefined threshold [78].
There exist two key issues in this kind of privacy-preserving feature selection: one is the
determination of privacy degree for each feature and the other is the optimization of evaluation
criterion with privacy constraint.

Solution A privacy-preserving feature selection method was proposed and applied into face
detection in [78]. For the determination of privacy degree for each feature, the principal
component analysis (PCA) spectrum is used to measure the amount of privacy information
in [78]. And specifically, the PCA space of all the face images in the database is computed
and maps all the data to that space without reducing dimensionality. Then, the privacy degree
of all features is set to the eigenvalues associated with each dimension in the PCA space.
For the optimization of evaluation criterion with privacy constraint, in the [78], a variant of
the gentleBoost algorithm [79] is adopted to find a greedy solution to constrained objective
function for privacy-preserving feature selection. Specifically, they use gentleBoost with
“stumps” as the weak classifiers where each “stump” works on only one feature. In each
iteration, they can use features that were already selected or those that adding them will not
increase the total degree of selected features beyond the privacy threshold.

Discussion One key problem in privacy-preserving feature selection above is the determina-
tion of feature privacy degree, which is often determined by domain knowledge or experts.
In this aspect, it is similar to cost-sensitive feature selection where the cost of each feature
also should be given by domain knowledge or experts [80]. On the other hand, the evaluation
criterion of privacy-preserving feature selection described above is the classification error.
Of course, other criteria introduced in Sect. 2 also can be used.

Problem 2 The above privacy-preserving feature selection focuses on the feature privacy and
produces the optimal feature subset with the total privacy degree less than a threshold. There
still exists another kind of privacy-preserving feature selection that focuses on the sample
privacy.

Solution The widely used privacy model for this kind of privacy preservation is differential
privacy as in Definition 5 [81].

Definition 5 A randomized mechanism A provides e-differential privacy, if, for all data sets
D and D’ which differ by at most one element, and for all output subsets S, € Range(A),

Pr[A(D) € S,] < exp(e) x Pr[A(D') € S,]. (6)

Then, the algorithm A is called satisfying differential privacy. The probability Pr is taken over
the coin tosses of A, and Range(A) denotes the output range of A. The privacy parameter
& measures the disclosure. The differential privacy means that an adversary, who knows all
but one entry of the data set, cannot gain much additional information about this entry by
observing the output of the algorithm.
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Based on the privacy model above, two privacy-preserving feature selection algorithms
are proposed in our recent work [82,83]. These algorithms are based on output perturbation
and objective perturbation, respectively. The output perturbation means adding noises to the
feature selection result, and the noise density depends on the sensitivity of feature selection
algorithm. In the paper [82], the sensitivity of local learning-based feature selection with
logistic loss function is analyzed and the proof for meeting ¢ differential privacy is also
given. Objective perturbation aims to enforce the perturbation on the evaluation function
of feature selection, and the corresponding privacy-preserving local learning-based feature
selection with the associated differential privacy proof is also presented in [83].

Discussion Certainly, we can enforce privacy-preserving constraints to other traditional fea-
ture selection algorithms besides local learning-based feature selection [84]. Current works
focus on the output of feature selection is feature weighting, how to perturb other outputs of
feature selection, such as feature ranking and feature subset, is an interesting work.

Topic 9: Adversarial feature selection

Pattern recognition and machine learning techniques have been increasingly applied into
information security area, such as spam, intrusion, and malware detection. Then, we need to
analyze the security of machine learning itself [85]. Correspondingly, the adversarial machine
learning is always mentioned. Adversarial machine learning is the design of machine learning
algorithms that can resist some sophisticated attacks, and the study of the capabilities and
limitations of attackers [86]. These sophisticated attacks include avoiding detection of attacks,
causing benign input to be classified as attack input, launching focused or targeted attacks,
or searching a classifier to find blind-spots in the algorithm.

Problem The previous works focus on adversarial classification and clustering [87]; only
few authors have considered the adversarial feature selection. In fact, for adversarial tasks,
feature selection can open the door for the adversary to evade the classification system and
misclassify the adversary sample as normal one [88].

Solution Current adversarial feature selection works are concerned with two issues: attack
and defense. To explore the vulnerability of some classical feature selection algorithms
under attacks [89], sheds light on the issue whether feature selection may be beneficial
or even counterproductive when training data are poisoned by intelligent attackers. It also
provides a framework to investigate the robustness of popular feature selection methods,
including LASSO, ridge regression and the elastic net, to carefully crafted attacks. Another
issue discussed in [90] is to analyze the impact of feature selection result on classifier security
against the evasion attack where the attackers goal is to manipulate malicious data at test time
to evade detection. The basic idea of evaluation criterion for this kind of adversarial feature
selection is to select a feature subset that not only maximizes the generalization capability
of the classifier, but also its security against evasion attacks. Then, there are two terms in the
criterion: generalization capability and security. The generalization capability of a classifier
on a feature subset can be estimated using different performance measures as described in
Section 2. As for the security term, the robustness against attack is always exploited, i.e., the
average minimum number of modifications to a malicious sample to evade detection.

Discussion Many attacks have been introduced in machine learning systems [85]. Currently,
only part of particular attacks are considered in adversarial feature selection. So it is urgent
to analyze the vulnerability of many classical feature selection under different attacks, and
design robust feature selection algorithm against these attacks.
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4 Representative applications

Feature selection is a very important preprocessing or knowledge discovery tool for data
analysis, and it has been applied into many domains. Then after the review of some recent
advances in feature selection, we now introduce some representative applications of feature
selection, such as Bioinformatics, social media, and multimedia.

4.1 Bioinformatics applications

During the last decade, the motivation for applying feature selection techniques in bioin-
formatics has shifted from being an illustrative example to becoming a real prerequisite
for model building. Feature selection has been applied into sequence analysis, microarray
analysis and mass spectra analysis, single-nucleotide polymorphism analysis, and text and
medical literature mining. In particular, the high-dimensional nature of data in bioinformat-
ics has given rise to a wealth of feature selection techniques being presented in the field. A
comprehensive survey of earlier work can be found in [91,92].

The feature selection in bioinformatics is usually to solve the HDSSS problem. So the
feature selection methods related to the HDSSS problem as introduced in Sect. 3.1 can be
applied into Bioinformatics. For example, in [29], an ensemble feature selection method is
adopted to identify biomarker for cancer diagnosis. The authors focus on the analysis of
ensemble feature selection techniques using linear SVMs and Recursive Feature Elimination
(RFE) as the feature selection mechanism. In the first step, by drawing (with replacement)
different bootstrap sub-samples of the training data, RFE is applied to each of these bootstrap
sub-samples, and thus obtain a diverse set of feature rankings. In the final step, in order to
aggregate the different rankings into a final result, two aggregation schemes are used. One
is Complete Linear Aggregation (CLA), which uses the complete ranking of all features
to create the ensemble result. The ensemble ranking is then obtained by just summing the
ranks over all bootstrap sub-samples. Another is Complete Weighted linear Aggregation
(CWA), which is a variation on the CLA and assign the weight to each bootstrap ranking.
The weight is based on the AUC obtained by a linear SVM trained on the bootstrap samples
and evaluated on the out-of-bag samples. Besides the ensemble feature selection, other stable
feature selection methods, such as sample weighting [32], are also used in bioinformatics.

Another line for feature selection application in bioinformatics is the use of sparsity
regularization related to Topic 2. The most well-known work is introduced in [93], which
employs joint L j-norm minimization on both loss function and regularization. A L, 1-norm
regularization is performed to select features across all data points with joint sparsity, i.e., each
feature (gene expression or mass-to-charge value in mass spectrometry in bioinformatics)
either has small scores for all data points or has large scores over all data points. Extensive
experiments have been performed on six bioinformatics data sets and the experimental results
shown its performance outperforms five other commonly used feature selection methods in
statistical learning and bioinformatics. We also like to point out that the multi-source feature
selection algorithms in [15,47] are originally designed for bioinformatics application.

4.2 Social media applications
The social media services, such as Facebook and Twitter, are very popular in recent years.

And these media supply a very convenient manner for people’s communication. The big
social media data with high dimensionality pose new challenges to data mining tasks such

@ Springer



570 Y. Lietal.

as classification and clustering. One approach to reduce the dimensionality of social media
data is still feature selection [94-96].

To apply the feature selection into social media, the domain knowledge should be embed-
ded. One of the domain knowledges has been considered is the link information between user
and user or between user and posts (e.g., tweets, blogs, or images) in the context of social
media. To utilize this knowledge, two fundamental problems should be studied in the feature
selection, which are (1) the relation extraction from linked data including labeled data and
unlabeled data and (2) the mathematical representation for these relations. To address the
issues in supervised case [94], introduced four types of relations, such as (a) a user can have
multiple posts, (b) two users follow a third user, (c) two users are followed by a third user,
and (d) a user follows another user. And these relations are represented by four correspond-
ing hypotheses, such as (a) CoPost Hypothesis: This hypothesis assumes that posts by the
same user are of similar topics, (b) CoFollowing Hypothesis: This hypothesis suggests that
if two users follow the same user, the topics of their posts are likely similar, (c) CoFollowed
Hypothesis: It says that if two users are followed by the same user, their posts are similar in
topics, and (d) Following Hypothesis: The hypothesis assumes that one user follows another
because they have same interests. Thus, their posts are more likely similar in terms of top-
ics. To integrate these hypotheses into some common feature selection evaluation criterion,
regularization terms, such as Ly 1-norm, embedded with the hypotheses are added.

Another line of feature selection in social media is unsupervised one in [95,97]. For the
unsupervised feature selection in social media, the relation extracted from unlabeled data
consists of (1) the social dimension for the linked data and (2) the constraint of attribute
value. The social dimension is extracted based on Modularity Maximization [98]. Instances
in the same social dimension are similar and instances from different social dimensions are
dissimilar. The constraint of attribute value is extracted according to spectral analysis [99]. By
introducing the concept of pseudo-class labels, a unsupervised feature selection framework—
LUFS—for social media is proposed in [95,97]. The feature selection is completed in this
framework through optimizing these two relations extracted from unlabeled data. On the
other hand, to address some issues, such as the dynamic feature generation, high label cost
and the utilization of ubiquitous link information in social media, the unsupervised online
feature selection framework—USFS—is proposed and applied into social media in [100].
The USFS is the combination of sparsity-based feature selection and online feature selection
described above.

4.3 Multimedia retrieval applications

There is a rapid growth of the amount of multimedia data from real-world multimedia sharing
Web sites, such as Flickr and Youtube. It is well known that we can obtain lots of features
from multimedia such as images and videos. However, the obtained features are often over-
complete to describe certain semantics. Therefore, the selection of limited discriminative
features for certain semantics is hence crucial to make the understanding of multimedia more
interpretable [101]. As introduced in [101], many sparsity-based feature selection approaches
have been developed in computer vision and multimedia retrieval. Such as Wright [102] trans-
form the face recognition problem into a linear regression problem with sparse constraints
for regression coefficients. Since the feature selection methods applied into multimedia have
been surveyed in [101], we just emphasize the application of feature selection for “semantic
gap” in multimedia retrieval. As we have known the “semantic gap,” which is the gap between
high-level semantic concepts and low-level visual features, is the fundamental problem in
multimedia retrieval, and it is far from being solved. Fortunately, feature selection can alle-
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viate this problem to some extent. For example, in the paper [103], Jiang et al. investigate
online feature selection in the relevance feedback learning process to improve the retrieval
performance of the region-based image retrieval system. Since the goal of feature selection is
to find the optimal feature subspace where the “relevant” and “irrelevant” image sets during
a query session can be best separated, the similarity between these two sets is used as the
feature selection criterion. They implement an effective online feature selection algorithm in
a boosting manner, which incorporates the proposed feature selection criterion with the Real
AdaBoost framework [104] to select the optimal features and combine the incrementally
learned classifiers over the selected features into a strong ensemble classifier.

Discussion The feature selection algorithms in any topics above have been applied into
real-world data to validate their performance; then, feature selection has wide-ranging appli-
cations. At the same time, many new applications are emerging, such as software defect
prediction [105].

5 Future work and conclusion

In this section, we discuss some future work of feature selection.

First, the aim of feature selection is to choose an optimal feature subset. However, the
outputs of some feature selection algorithms are feature ranking (weighting). Then, it still
needs to determine the subset from ranking result. If the number of important feature is known,
this determination is very easy, we just need to choose the important features one by one from
the ranking set until the number of features meets our requirement. Unfortunately, without
any prior knowledge, the number of important feature is unknown. Then, the transformation
of feature ranking to feature subset is still an open model selection issue in feature selection
research.

Second, the research of feature selection closely follows the development of machine
learning. When any new machine learning paradigms are emerged, the corresponding fea-
ture selection topics also will be studied. For example, adversarial machine learning is the
current hot topic, and then, adversarial feature selection is studied soon. On the other hand,
different machine learning paradigms are often combined to solve a special problem; then,
the combination of corresponding feature selection topics is also an interesting work. For
instance, we can study the integration of online feature selection and multi-label feature
selection to handle the streaming data with multi-label.

Finally, traditional feature selection algorithms focus on classification or clustering per-
formance; however, some other properties about feature selection should also be paid more
attention, such as scalability, stability, and security, especially in big data era. We summarize
the different properties with respect to current algorithms for each topic in Table 3, and “Y”
means current algorithms have this property.

From the table, we can observe that most algorithms have one characteristic; then, the
improvement of current feature selection algorithms to acquire other traits is one of the
exciting research directions.

Since deep learning has attracted more attention in feature generation, we also like to dis-
cuss the relationship between the deep learning and feature selection. Given large amounts
of data, instead of designing a handcraft feature representation, a deep learning algorithm
tends to learn a good abstract representation for the current task with a series of nonlinear
transformations [106]. So, with the rise of deep learning, it seems that you can do advanced
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Table 3 The summary of properties related to current algorithms in each topic

Scalability Stability Security

Topic 1: Stable feature selection Y
Topic 2: Sparsity-based feature selection
Topic 3: Multi-source feature selection
Topic 4: Distributed feature selection

Topic 5: Multi-view feature selection

T I I e

Topic 6: Multi-label feature selection
Topic 7: Privacy-preserving feature selection Y
Topic 8: Adversarial feature selection Y

Topic 9: Online feature selection Y

machine learning without any feature selection. However, in some cases where the number of
data points is not sufficiently large, deep learning should be combined with feature selection
to obtain better learning performance because with a fixed number of instances, removing
irrelevant features is equivalent to exponentially increasing the number of instance. So deep
learning is expected to face challenges dealing with HDSSS data. Moreover, we give another
example to describe the relationship between deep learning and feature selection. In hetero-
geneous multi-modal information fusion, each independent modality is characterized by a
single feature group, and then, these different modalities are sent to different branches of
the multi-modal deep neural networks, yielding refined feature representations with multiple
nonlinear transformations based upon the given original modalities. When all the feature
groups are transformed by the multi-modal deep neural networks, the outputs of the refined
features extracted from the top layer of each branch are concatenated into a new feature
vector. Then, a feature selection algorithm is adopted to produce an optimal weight vector
for this concatenation. According to this weight vector, the most relevant feature groups with
respect to the current task are picked out. Finally, these selected features are used in the
final recognition task [107]. On the other hand, feature selection is also an important tool for
knowledge discovery and has merits on its own. In this case, our goal is to choose the key
features rather than serving as a tool for data preprocessing; then, we prefer feature selection
to deep learning and keep the interpretability of original features. For instance, in microarray
analysis, biologists are interested in finding a small number of features (genes or proteins)
that explain the mechanisms driving different behaviors of microarray samples. A feature
selection algorithm is often used to choose a subset of genes or proteins, while deep learning
is not suitable.

Feature selection is an ever evolving frontier in data mining, machine learning and statis-
tics. Along with the fast development of machine learning, the scopes of feature selection
research and application are also broadened. In this paper, we overview several challenges
brought by Big Data, HDSSS problems, multi-label data, privacy preserving, etc. And we
selectively discuss some hot topics under these challenges. For each topic, after brief analy-
sis of the existing problem, the current research findings are summarized and followed by a
short discussion. We then introduce some current applications of feature selection, such as
bioinformatics, social media, and multimedia retrieval. We also discuss some general issues
and future work for feature selection. This review is done mostly based on our experience on
feature selection more than fifteen years and performing an automated text mining literature
analysis on feature selection similar to [108] is also one of our future work.
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