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Continuous Random Variables
• A random variable is continuous if it can assume the infinitely 

many values corresponding to points on a line interval.

• Examples 
• Height, weight
• Scores on a test
• Measurement error
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Continuous Probability Distribution
• Suppose we measure height of students in this class.
• If we “discretize” by rounding to the nearest feet, the discrete probability 

histogram is shown on the left. 
• Now if height is measured to the nearest inch, a possible probability 

histogram is shown in the middle. 
• We get more bins and much smoother appearance. Imagine we continue 

in this way to measure height more and more finely, the resulting 
probability histograms approach a smooth curve shown on the right.  
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Probability Distribution of a Continuous Random Variable

• Probability distribution describes how the probabilities are 
distributed over all possible values. 

• A probability distribution for a continuous random variable 𝑥 is 
specified by a mathematical function denoted by f(x) which is called 
the density function. 

• The graph of a density function is a smooth curve. 
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Properties of Continuous Probability Distributions

• 𝑓(𝑥)	³	0
• The area under the curve is equal to 1.
• 𝑃(𝑎	�	𝑥	£	𝑏) 	=	area under the curve between 𝑎 and 𝑏.
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Notes

𝑎

𝑃(𝑥 < 𝑎)

For a continuous random variable 𝑥, 
                              𝑃(𝑥	 = 	𝑎) 	= 	0	
Specifically this means
                          𝑃(𝑥 < 𝑎) 	= 	𝑃(𝑥	 ≤ 	𝑎)
       𝑃(𝑎 < 𝑥 < 𝑏) 	= 	𝑃(𝑎	£𝑥 < 𝑏) 	= 	𝑃(𝑎 < 𝑥	£𝑏) 	= 	𝑃(𝑎	£	𝑥	£𝑏)

𝑏

𝑃(𝑥 > 𝑏)
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Method of Probability Calculation
The probability that a continuous random variable 𝑥 lies 
between a lower limit 𝑎 and an upper limit 𝑏 is

𝑃(𝑎 < 𝑥 < 𝑏) 	=	(cumulative area to the left of 𝑏) –
                    (cumulative area to the left of 𝑎)

	 = 	𝑃(𝑥	 < 	𝑏)	– 	𝑃(𝑥	 < 	𝑎)

= −
𝑎 𝑏 𝑎𝑏
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Continuous Probability Distributions

• There are many different types of continuous random 
variables

• Goal is to pick a model that
• Fits the data well
• Allows us to make the best possible inferences using the 

data.
• Machine learning can be used to fit complex models to data
• One important continuous random variable is the normal 

random variable.
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•  Bell Shaped

•  Symmetrical    
•  Mean, Median and Mode are Equal
• Central tendency is determined by 

the mean, µ
• Spread is determined by the 

standard deviation, 𝜎 

• The random variable has an infinite 
theoretical range: + ¥  to  - ¥

Mean = Median = Mode

X

𝑓(𝑥)

𝜇

𝜎

The Normal Distribution
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The Normal Distribution
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• Two parameters, mean and standard deviation, completely 
specify the Normal distribution. 

• The shape and location of the normal curve changes as the 
mean and standard deviation change. 

Normal distribution is given by
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Normal Distributions:  s=1
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Normal Distributions:  µ=0
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The Normal Distribution Shape

𝑥

𝑓(𝑥)

𝜇

𝜎

Changing μ shifts the 
distribution left or right.

Changing σ increases or 
decreases the spread.
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From Normal to the Standardized Normal Distribution

• Translate from	𝑥	to the standardized normal (the “𝑧” 
distribution) by subtracting the mean of X and dividing by its 
standard deviation:

𝑧 =
𝑥 − 𝜇
𝜎

• The 𝑧 distribution always has mean = 0 and standard deviation = 1
• 𝑧, also called 𝑧-score, the number of standard deviations 𝜎 it lies 

from the mean 𝜇.
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The Standardized Normal Probability Density Function

• The formula for the standardized normal probability density 
function is

• where 
• 𝑒	 = the base of the natural logarithm≈ 2.71828
• 𝜋 = the mathematical constant ≈	3.14159
• 	𝑧	 =	any value of the standardized normal distribution
• Mean of 𝑓 𝑧  is 0 and its standard deviation is 1

𝑓 𝑧 =
1
2𝜋
𝑒!

"
# $!



16

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

The Standardized Normal Distribution

• The standard normal distribution is also  known as the “𝑧” 
distribution

• Mean is 0
• Standard Deviation is 1

𝑧

𝑓(𝑧)

0

1

• Values above the mean have positive 𝑧-values. 
• Values below the mean have negative 𝑧-values.
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Example
• If  𝑥,	 say, cost of a pair of running shoes is distributed normally 

with mean of $100	and standard deviation of $50, the  𝑧  value 
for  𝑥	 = 	$200	 is

• What does this tell us?
• That 𝑥	 = 	$200  is two standard deviations (2 increments of $50 

units) above the mean of $100.

𝑧 = %!&
'
= #((!"((	

*(
= 2
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Comparing  𝑥  and 𝑧 units

• Normalizing	𝑥	to get 𝑧	preserves the shape of the distribution 
but changes the scale.  

• We can express the problem in the original units (𝑥 in dollars) 
or in standardized units (𝑧)

𝑧
$100

2.00
$200

(𝜇	 = 	0, 𝜎	 = 	1)
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Probability is measured by the area under the curve

𝑎 𝑏 𝑥

𝑓(𝑥) 𝑃 𝑎 ≤ 𝑥 ≤ 𝑏 = 𝑃(𝑎 < 𝑥 < 𝑏)
Note that the 
probability of any 
individual value is 0

Finding Normal Probabilities 
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Probability as Area Under the Curve
• The total area under the curve is 1.0, and 
• The curve is symmetric, 
• So half is above the mean, half is below the mean

𝑓(𝑥)

𝑥𝜇

0.50.5

𝑃(−∞ < 𝑥 < 𝜇) 𝑃(𝜇 < 𝑥 < ∞)

𝑃(− < ∞ < 𝑥 < ∞) = 1
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Standard cumulative probability table 

21
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The Standardized Normal Table

• The Cumulative Standardized Normal table gives the probability 
less than a desired value of 𝑧 (i.e., from negative infinity to 𝑧)

𝑧0 2.00

0.9772Example: 
𝑃(𝑧	 < 	2.00) 	= 	0.9772
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The Standardized Normal Table

The value within the table 
gives the probability from 
𝑧	 =	- ¥ up to the desired 𝑧 
value

.9772

𝑃(𝑧	 < 	2.00) 	= 	0.9772

The row shows the 
value of 𝑧 to the 
first decimal point

The column gives the value of 
𝑧	to the second decimal point

2.0

...

𝑧    0.00     0.01     0.02 …

0.0
0.1
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General Procedure for Finding Normal Probabilities

•  

To find  𝑃(𝑎	 < 𝑥	 < 	𝑏)	when  𝑥  is distributed normally:
• Draw the normal curve for the problem in terms of 𝑥
• Translate 𝑥-values to 𝑧-values by subtracting the mean 𝜇 

and dividing by the standard deviation 𝜎
• Use the Standardized Normal Table to read off the 

relevant probabilities 𝑃(𝑥	 < 	𝑏)	and 𝑃(𝑥	 < 𝑎)	

• 𝑃(𝑎	 < 𝑥	 < 	𝑏)= 𝑃(𝑥	 < 	𝑏)	− 𝑃(𝑥	 < 𝑎)	
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Finding Normal Probabilities
• Let	𝑥	represent the time it takes (in seconds) to download an 

a data set from the internet.
• Suppose 𝑥 is normal with a mean of 18.0 seconds and a 

standard deviation of 5.0 seconds.  Find 𝑃(𝑋	 < 	18.6)

18.6

𝑥
18.0
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Finding Normal Probabilities
• Let	𝑥	represent the time it takes, in seconds to download a 

data set from the internet.
• Suppose 𝑥	is normal with a mean of 18.0 seconds and a 

standard deviation of 5.0	seconds. Find 𝑃(𝑋	 < 	18.6)

𝑧0.120𝑥18.618

𝜇	 = 	18
 𝜎	 = 	5

𝜇	 = 	0
𝜎	 = 	1

𝑃(𝑥	 < 	18.6) 𝑃(𝑧	 < 	0.12)

𝑧 =
𝑥 − 𝜇
𝜎 =

18.6 − 18.0
5.0 = 0.12
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Z

0.12

Standardized Normal Probability Table

0.00

𝑃 𝑥	 < 	18.6
= 	𝑃(𝑧	 < 	0.12)

= 0.5478
𝑧 .00 .01

0.0 .5000 .5040 .5080

.5398 .5438

0.2 .5793 .5832 .5871

0.3 .6179 .6217 .6255

.02

0.1 .5478

Finding 𝑃(𝑧 < 0.12)
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Finding Normal Upper Tail Probabilities

• Suppose 𝑥	 is normal with mean 18.0 and standard deviation 
5.0.  

• Now find 𝑃(𝑋	 > 	18.6)

𝑥

18.6
18.0
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Finding Normal Upper Tail Probabilities
• Find 𝑃(𝑥	 > 	18.6)

𝑧

0.12
0

𝑧

0.12

0.5478

0

1.000 1.0	 − 	0.5478	
= 	0.4522

𝑃(𝑥	 > 	18.6) 	= 	𝑃(𝑧	 > 	0.12) 	= 	1.0	 − 	𝑃(𝑧	 ≤ 	0.12)
	 = 	1.0	 − 	0.5478	 = 	0.4522
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Finding a Normal Probability Between Two Values

• Suppose  𝑥  is normal with mean 18.0 and standard deviation 5.0.	
• Find 𝑃(18	 < 𝑥	 < 	18.6)

𝑃(18	 < 𝑥	 < 	18.6) = 	𝑃(0	 < 𝑧	 < 	0.12)

𝑧0.120
𝑥18.618

Calculate the 𝑧-values:

𝑧5 =
𝑥5 −18
5 =

18− 18
5 = 0

𝑧6 =
𝑥6 −18

5 =
18.6 − 18

5 = 0.12
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𝑧

0.12

0.0478

0.00

𝑃 18	 < 𝑥	 < 	18.6
= 𝑃 0 < 𝑧 < 0.12
= 𝑃 𝑧 < 0.12 − 𝑃 𝑧 ≤ 0
= 0.5478 − 0.5 = 0.0478

0.5000

𝑧 .00 .01

0.0 .5000 .5040 .5080

.5398 .5438

0.2 .5793 .5832 .5871

0.3 .6179 .6217 .6255

.02

0.1 .5478

Standardized Normal Probability Table

Finding 𝑃(0 < 𝑧 < 0.12)
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Probabilities in the Lower Tail 

𝑥

17.4
18.0

• Suppose  𝑥  is normal with mean 18.0 and standard deviation 
5.0.	

• Find  𝑃(17.4	 < 	𝑥	 < 	18)

• Note that because of symmetry of the normal distribution, 
𝑃 −0.12	 < 𝑧 < 	0 = 𝑃(0 < 𝑧 < 0.12

𝑃(17.4	 < 𝑥	 < 	18)	
= 	𝑃(−0.12	 < 𝑧 < 	0)

= 	𝑃(𝑧	 < 	0)	– 	𝑃(𝑧	 ≤	−0.12)
= 	0.5000	 − 	0.4522	 = 	 0.0478
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Empirical Rule

𝜇	 ± 	1𝜎	 encloses about 
68.26% of 𝑥 values

𝑓(𝑥)

X𝜇 𝜇 + 1𝜎𝜇 − 1𝜎

• What can we say about the distribution of values around 
the mean?  

• For any normal distribution:

𝜎𝜎

68.26%
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Empirical Rule

• 	 𝜇	 ± 	2𝜎	covers about 95.44% of 𝑥 values
•   𝜇	 ± 	3𝜎	covers about 99.73% of 𝑥 values

𝑥𝜇
2𝜎 2𝜎

𝑥𝜇
3𝜎 3𝜎

95.44% 99.73%
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Given a Normal Probability Find the	𝑥	Value

• Steps to find the 𝑥 value for a known probability:
• Find the 𝑧 value for the known probability
• Convert to 𝑥 units using the formula: 𝑥 = 𝜇 + 𝑧𝜎
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Finding the 𝑥 value for a Known Probability
Example:
• Let 𝑥 represent the time it takes (in seconds) to download a data set 

from the internet.
• Suppose 𝑥	 is normal with mean 18.0 and standard deviation 5.0
• Find 𝑥 such that 20% of download times are less than 𝑥.

𝑥? 18.0

0.2000

𝑧? 0
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Find the 𝑧 value for 20% in the Lower Tail

• 20% area in the 
lower tail is 
consistent with a z 
value of −0.84

𝑧 .03

-0.9 .1762 .1736

.2033

-0.7 .2327 .2296

.04

-0.8 .2005

Standardized Normal Probability Table

.05

.1711

.1977

.2266

…

…

…

…
𝑥? 18.0

0.2000

𝑧−0.84 0

• Find the 𝑧 value for the known probability
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Finding the 𝑥	value

Convert to 𝑥 units using the formula: 

𝑥 = 𝜇 + 𝑧𝜎 = 18.0	 + −0.84 5.0 = 13.8
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Exercise
• The weights of packages of salad are 

normally distributed with mean 1 pound 
and standard deviation .10. 

• What is the probability that a randomly 
selected package weighs between 0.80 and 
0.85 pounds?
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Exercise
• A Company produces “20 ounce” jars of a picante sauce.  
• The true amounts of sauce in the jars of this brand sauce follow a 

normal distribution.
• Suppose the companies “20 ounce” jars follow a normally 

distribution with a mean µ=20.2 ounces with a standard deviation 
s=0.125 ounces.

• What proportion of jars are under-filled?



41

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

The Normal Approximation to the Binomial
• We can calculate binomial probabilities using

• The binomial formula
• The cumulative binomial tables

• When 𝑛 is large, and 𝑝 is not too close to 0 or 1, areas under 
the normal curve with mean  𝑛𝑝 and variance 𝑛𝑝𝑞 can be 
used to approximate binomial probabilities. 
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Sampling distributions

• Parameters are numerical descriptive measures for populations.
• Two parameters for a normal distribution: mean 𝜇 and standard 

deviation 𝜎.
• One parameter for a binomial distribution: the success 

probability of each trial 𝑝. 
• Often the values of parameters that specify the exact form of a 

distribution are unknown. 
• You must rely on the sample to learn about these parameters.
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Examples of Sampling
• A pollster is sure that the responses to his “agree/disagree” 

question will follow a binomial distribution, but 𝑝, the proportion 
of those who “agree” in the population, is unknown.

• An agronomist believes that the yield per acre of a variety of wheat 
is approximately normally distributed, but the mean 𝜇	and the 
standard deviation 𝜎 of the yields are unknown.

• If you want the sample to provide reliable information about the 
population, you must select your sample such that it is 
representative of the population!
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Simple Random Sampling
• The sampling plan or experimental design determines 

• The amount of information you can extract, and 
• Often allows you to measure the reliability of your 

inference.
• Simple random sampling ensures that each possible sample 

of size 𝑛 has an equal probability of being selected.
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Sampling Distributions
• Any numerical descriptive measures calculated from the sample 

are called statistics.
• Statistics vary from sample to sample and hence are random 

variables. This variability is called sampling variability.
• The probability distributions of the statistics are called sampling 

distributions.
• In repeated sampling, they tell us what values of the statistics 

can occur and how often each value occurs.
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Possible samples
3, 5, 2
3, 5, 1
3, 2, 1
5, 2, 1

x

Example

Population: 3, 5, 2, 1

Draw samples of size n = 3 without replacement

67.23/8
23/6
33/9
33.33/10

=
=
=
=

Each value of 𝑥̅	is 
equally likely, with 
probability 1/4

𝑥̅

𝑝(𝑥̅)

1/4

2                 3
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Example
• Consider a population that consists of the numbers 1, 2, 3, 4, 5 

generated such that the probability of each of the values is 0.2 
regardless of previous selections. 

• This population could be described as the outcome associated 
with a roulette wheel shown with the distribution.

x p(x)
1 0.2
2 0.2
3 0.2
4 0.2
5 0.2
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Example
• If the sampling distribution for the means of samples of size two is 

analyzed, it looks like 

Sample Sample
1, 1 1 3, 4 3.5
1, 2 1.5 3, 5 4
1, 3 2 4, 1 2.5
1, 4 2.5 4, 2 3
1, 5 3 4, 3 3.5
2, 1 1.5 4, 4 4
2, 2 2 4, 5 4.5
2, 3 2.5 5, 1 3
2, 4 3 5, 2 3.5
2, 5 3.5 5, 3 4
3, 1 2 5, 4 4.5
3, 2 2.5 5, 5 5
3, 3 3

frequency p(x)
1 1 0.04
1.5 2 0.08
2 3 0.12
2.5 4 0.16
3 5 0.20
3.5 4 0.16
4 3 0.12
4.5 2 0.08
5 1 0.04

25

𝑥
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Example
The original distribution and the sampling distribution of means 
of samples with 𝑛 = 2	are given below.

54321

54321

Original distribution Sampling distribution for 𝑛 = 2
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Example
• Sampling distributions for n=3 and n=4  are shown below.
• What do you notice as n gets larger?
• The sampling distribution approaches normal distribution

54321

54321Original distribution
Sampling distribution  𝑛	 = 	2

Sampling distribution  𝑛	 = 	3 Sampling distribution  𝑛	 = 	4
54321 54321
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Central Limit Theorem: If random samples of n observations are 
drawn from a nonnormal population with finite µ and standard 
deviation s , then, when n is large, the sampling distribution of 
the sample mean    is approximately normally distributed, with 
mean µ and standard deviation                .                                                                                  
The approximation becomes more accurate as n becomes large.

x
n/s

Sampling Distribution of x

µµ =x

If a random sample of n measurements is selected from a 
population with mean µ and standard deviation s, the 
sampling distribution of the sample mean     will have a mean      x

and a standard deviation

nx /ss =
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Why is this Important?

• The Central Limit Theorem also implies that the sum of 𝑛 
measurements is approximately normal with mean 𝑛𝜇 and  
standard deviation           .

• Many statistics that are used for statistical inference are 
sums or averages of sample measurements.

• When 𝑛 is large, these statistics will have approximately 
normal distributions.

• This will allow us to describe their behavior and evaluate 
the reliability of our inferences.

ns
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How Large is Large?

• If the sample is normal, then the sampling distribution of     
will also be normal, no matter what the sample size.

• When the sample population is approximately 
symmetric, the distribution becomes approximately 
normal for relatively small values of 𝑛.

• When the sample population is skewed, the sample size 
must be at least 30 before the sampling distribution of     
becomes approximately normal.

x

x
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Sampling Distributions Illustrated

Symmetric distributions that resemble the normal distribution



55

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Sampling distributions illustrated

Skewed  population

Population
n=4
n=10
n=30
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Finding Probabilities for the Sample Mean
• If the sampling distribution of       is normal or approximately 

normal, standardize or rescale the interval of interest in terms of

• Find the appropriate area using the z distribution.

x

n
xz
/s
µ-

=

Example: A random sample of size n = 16 from a normal 
distribution with µ = 10 and s = 8.

1587.3413.5.)1(

)
16/8
1012

/
()12(

=-=>=

-
<

-
=>

zP

n
xPxP
s

µ
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Example
• A soda filling machine is supposed to fill cans of soda with 12 fluid ounces.
• Suppose that the fills are actually normally distributed with a mean of 12.1 

oz and a standard deviation of .2 oz. 
• The probability of one can less than 12 is

=< )12(xP

=
-

<
- )

6/2.
1.1212

/
(

n
xP
s

µ

1112.)22.1( =-<zP

3085.1915.5.)5.()
2.
1.1212()12( =-=-<=

-
<

-
=< zPxPxP

s
µ

What is the probability that the average fill for a 6-pack is less than 12 oz?
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The Sampling Distribution of the Sample 
Proportion

• The Central Limit Theorem can be used to conclude that the 
binomial random variable x is approximately normal when n 
is large, with mean np and variance 𝑛𝑝𝑞. 

• The sample proportion,              is simply a rescaling of the 
binomial random variable x, dividing it by 𝑛.

• From the Central Limit Theorem, the sampling distribution of        
will also be approximately normal, with a rescaled mean and 
standard deviation.

n
xp =ˆ

p̂
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The Sampling Distribution of the Sample Proportion

• The standard deviation of p-hat is sometimes called the 
STANDARD ERROR (SE) of p-hat.

üA random sample of size n is selected from a binomial 
population with parameter p.

üThe sampling distribution of the sample proportion,        

   will have mean p and standard deviation 

üIf n is large, and p is not too close to zero or one, the sampling 
distribution of        will be approximately normal.

n
xp =ˆ

n
pq

p̂
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Finding Probabilities for the Sample Proportion

üIf the sampling distribution of       is normal or approximately 
normal, standardize or rescale the interval of interest in terms of

üFind the appropriate area using the normal table.

p̂

n
pq
ppz -

=
ˆ
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Example
• The soda bottler in the previous example claims that only 

5% of the soda cans are underfilled. 
• A quality control technician randomly samples 200 cans of 

soda. 
• What is the probability that more than 10% of the cans are 

underfilled?

)10.ˆ( >pP

)24.3()

200
)95(.05.

05.10.( >=
-

>= zPzP

001.4990.5. =-<
This would be very unusual, if indeed p = .05!

n = 200

S: underfilled can

p = P(S) = .05

q = .95

np = 10  nq = 190

OK to use the normal 
approximation
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Example

• Suppose 3% of the people contacted by phone are receptive to a 
certain sales pitch and buy your product. If your sales staff 
contacts 2000 people, what is the probability that more than 100 
of the people contacted will purchase your product?

𝑛 = 2000, 𝑝 = 	0.03, 𝑛𝑝 = 60, 𝑛𝑞 = 1940,

0)24.5()

2000
)97(.03.

03.05.()2000/100ˆ( »>=
-

>=> zPzPpP

OK to use the normal approximation
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Sampling - Summary

• Simplest sampling technique – random sampling 
• Each possible sample is equally likely 

• Sampling distributions describe the possible values of a 
statistic and how often they occur in repeated sampling.

• If the underlying data are normally distributed, sampling 
distribution is a normal distribution

• The Central Limit Theorem states that sums and averages of 
measurements from an arbitrarily distributed population with 
finite mean µ and standard deviation s  have approximately 
normal distributions for large samples of size 𝑛.
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Sampling - Sampling Distribution of the Sample Mean
• When samples of size 𝑛 are drawn from a normal population

with mean 𝜇 and variance 𝜎2, the sample mean  𝑥̅  has a 
normal distribution with mean 𝜇 and variance 𝜎2	/𝑛.

• When samples of size 𝑛 are drawn from a nonnormal 
population with mean 𝜇 and variance 𝜎2, the Central Limit 
Theorem ensures that the sample mean 𝑥̅  will have an 
approximately normal distribution with mean 𝜇 and variance
𝜎2/𝑛	when 𝑛 is large (𝑛	³	30).

• Probabilities involving the sample mean  𝜇  can be calculated

by standardizing the value of 𝑥̅ using 𝑧 = <=>
?/ A
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Summary – Sampling Distribution of the Sample Proportion
• When samples of size 𝑛 are drawn from a binomial population 

with parameter 𝑝, the sample proportion 𝑝̂	will have an 
approximately normal distribution with mean p and variance 
𝑝𝑞	/𝑛	as long as 𝑛𝑝 > 5	and 𝑛𝑞 > 5. 

• Probabilities involving the sample proportion 𝑝̂ can be 

calculated by standardizing the value 𝑝̂   using 𝑧 = BC=C
!"
#
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Probabilistic  vs Statistical Reasoning
• In the last lecture, we looked at how the properties of a population 

govern what we see in sample(s) of the population
• Now we turn to going in the other direction: Given a sample, we try 

to understand the data generating process that could have 
generated the observed data

• This shift our mode of thinking from deductive reasoning to 
induction

Population Sample

Probability/deduction

Statistics/induction
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Probabilistic vs Statistical Reasoning
• In many ways, science, or scholarly inquiry, is like detective work. 
• We begin with a set of observations, we ask what can be said 

about the data generating process

• “Data! Data! Data!.. I can't make bricks without clay”
   — Sherlock Holmes, 1892
   — “ The Adventure of the Copper Beeches”
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Shadows: Shadow Puppetry :: Data : Data Generating Process

Image source: Annie Katsura Rollins, Ballard Institute and Museum of Puppetry, photo by Kenneth Best
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Parameters
• Populations are described by their probability distributions

• If we assume a parametric form for the distribution, e.g., 
Normal, binomial, etc., then populations are described by the 
parameters of the respective distributions

• Binomial populations are determined by a single parameter, 
𝑝. 

• Normal distributions are described by the mean 𝜇	and the  
standard deviation 𝜎.

• If the values of parameters are unknown, we have to make 
inferences about them using information provided by a sample 
from the underlying distribution

• Sample or data : distribution :: shadows : shadow puppetry
• The puppeteer whose machinations generate the shadows you see 

is hidden from you. Your goal is to learn his or her modus operandi.
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Two types of statistical inference
• Estimation

• Estimating or inferring the value of the parameter(s)
• Maximum likelihood: What is the mean height of individuals of 

Asian descent given the sample of individuals of Asian descent 
you have observed?

• Bayesian: What is the likely height of the next person of Asian 
descent you may encounter, given your prior belief about the 
heights of individuals of Asian descent, the heights of individuals 
of Asian descent that you have observed?

• Hypothesis testing
• Deciding if the data support a preconceived idea or theory one has 

about a population
• “Did the sample of individuals you have come from a population 

with mean height of 5.6” ?
• “Was the newly discovered manuscript of unknown authorship 

written by Shakespeare?
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Specify the type of statistical inference
• A consumer wants to estimate the average price of similar 

homes in her city before putting her home on the market.
• Estimation: Estimate the average price of similar homes in 

the city

• A manufacturer wants to know if a new type of steel is more 
resistant to high temperatures than an old type was.

• Hypothesis testing: Is the average efficacy of the new Covid 
vaccine 𝜇DEF greater than that of the old Covid vaccine  𝜇GHI?
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Methods of Statistical Inference
• Whether you are estimating parameters or testing 

hypotheses, statistical methods
• Offer a sound basis for inference
• A measure of the goodness or reliability of the inference
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What is an estimator?
An estimator is a formula, that tells you how to calculate the 
estimate of a parameter of interest from the given sample.

• Point estimation yields a single value for the parameter
• Example: The estimated probability of a coin coming up 

heads is 0.4
• Underlying assumption: 

• The coin has a fixed parameter 𝑝
• Our job is to estimate it.
• How realistic is this assumption?

• Confidence interval is an interval such that for a chosen 
degree of confidence, expressed as a probability, the true 
value of the parameter is likely to fall inside the interval.

• Example: 95% confidence interval for 𝑝 is [0.3, 0.5] 
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Point Estimator of Population Mean
• Given a sample 𝑆	 = 𝑥5 	⋯	𝑥A ,	 the point estimate of the  

population mean, 𝜇,	 is the sample mean 

?𝜇 = ∑$%&
' %$
1

• Example: Suppose 𝑆 = {4,5,6,3,4,6,3,5,8,1}	were the ratings 
given by viewers of the movie “Back to the future”.

• Suppose you believe that the viewers are a random sample of 
the viewers of “Back to the future”.

• What is the sample estimate of the mean rating of “Back to the 
future?

• 4.5
• But why?
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Point Estimation of Population Proportion
• A point estimate of 𝑝,	population success rate of a binary 

experiment (e.g., coin tosses with outcomes 𝐻 and	𝑇) is sample  
proportion of successes observed in the sample:

𝑝̂ =
𝑛J

𝑛J +𝑛K
• Example: Out of 100 people tested for Covid, 10 were positive.

• What is the point estimate of 𝑝, the Covid positive rate in the 
population?

𝑝̂ =
10
100 = 0.1

• But why?
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Properties of Point Estimators

• Since an estimator is calculated from sample values, it varies from 
sample to sample according to its sampling distribution.

• An estimator is unbiased if
• The mean of its sampling distribution equals the parameter of 

interest. 
• It does not systematically overestimate or underestimate the 

target parameter.
• Both sample mean and sample proportion are unbiased 

estimators of population mean and proportion. 
• Given	𝑛	samples, the following sample variance is an unbiased 

estimator of population variance 𝜎6

 !𝜎6 = ∑$%&
' <$=M> !

A=5
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Properties of Point Estimators

•  Of all the unbiased estimators, we prefer the estimator whose 
sampling distribution has the smallest spread or variability.
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Confidence Intervals
• Confidence intervals depend on sampling distributions
• The shape of sampling distributions depend on sample sizes
• For large sample sizes, central limit theorem applies which 

allow us to use normal distributions
• For small sample sizes, we need to choose the right sampling 

distribution
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Quantifying the error of Point Estimates

• Assumption: The sample sizes are large
• From the Central Limit Theorem, the sampling distributions of  𝜇̂      

and  𝑝̂    will be approximately normal
• For unbiased estimators with normal sampling distributions, 95% 

of all point estimates will lie within 1.96 standard deviations of 
the parameter of interest.

• Margin of error: an upper bound on the difference between a 
particular estimate and the parameter that it estimates. 

• Margin of error = 1.96 ×	 standard deviation of the estimate
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Estimating Means and Proportions

n
sn

xμ

96.1 :)30(error  ofMargin 

 :mean  population ofestimator Point 

±³

For a binomial population, 

 1   
n
pq2p  0or    5;nq and 5np  :

n
q̂p̂1.96 :error  ofMargin 

x/np̂ :p proportion population ofestimator Point 

<±<>>

±

=

Assumption
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Example

• A homeowner randomly samples 64 homes similar to her own 
and finds that the average selling price is $250,000 with a 
standard deviation of $15,000. 

• Estimate the average selling price for all similar homes in the 
city.

• What is the margin of error?

3675
64
000,1596.196.1

000,250

±=±=±

=

n
s

xμ

 :error  of Margin

 : ofestimator  Point
B𝜎



82

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Example
• A quality control technician wants to estimate  the proportion 

of soda cans that are underfilled. 
• He randomly samples 200 cans of soda and finds 10 

underfilled cans.

03.
200

)95)(.05(.96.1
ˆˆ

96.1 :error ofMargin 

05.200/10ˆ : ofestimator Point 
cans dunderfille of proportion       200

±=±=±

===
==

n
qp

x/npp
pn
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Confidence Interval

• Create an interval so that you are fairly sure that the parameter 
lies between these two values.

• “Fairly sure” means “with high probability”, measured using the 
confidence coefficient, 1 − 𝛼.

• Usually,1 − 𝛼 = 0.9, 0.95, 0.99	…

• For large-Sample size, 

100(1 − 𝛼)% confidence Interval: 

      Point Estimate ± 𝑧 ⁄( !

−𝑧 !" # +𝑧 !" #

1 − 𝛼
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Confidence Level
• To change to a general confidence level, 1 − 𝛼, pick a value of 𝑧 

that puts area 1 − 𝛼 in the center of the 𝑧 distribution.

Tail area 𝛼/2 z𝛼/2

.05 1.645

.025 1.96

.005 2.58

There is  95% probability that the interval 
constructed in this manner will contain the 
population mean

• Suppose 1-𝛼 = .95 

−𝑧 !" #
+𝑧 !" #

1 − 𝛼
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Confidence Interval
• Since we don’t know the value of the parameter, consider                                  

which has a variable center.

• Only if the estimator falls in the tail areas will the interval fail 
to enclose the parameter. This happens only 5% of the time.

Point Estimator ± 1.96 std error

Good
Good
Good
Bad
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Interpretation of a Confidence Interval
• A confidence interval is calculated from one given sample. 
• The interval either covers or misses the true parameter. 
• Since the true parameter is unknown, you'll never know with 

certainty 
• If independent samples are taken repeatedly from the same 

population, and a confidence interval calculated for each sample, 
then a certain percentage (confidence level) of the intervals will 
include the unknown population parameter. 

• The confidence level associated with a confidence interval is the 
success rate of the confidence interval. 
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Confidence Intervals for Means and Proportions

n
szx

μ

2/ 

:mean  population afor  interval Confidence

a±

For a binomial population: 

n
qpzp

p

ˆˆˆ

 : proportion population afor  interval Confidence

2/a±
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Example

A random sample of 𝑛	 = 	50	males showed a mean average 
daily intake of dairy products equal to 756 grams with a standard 
deviation of 35 grams. Find a 95% confidence interval for the 
population average 𝜇.

n
sx 96.1±

50
3596.17 ±Þ 56  70.97 ±Þ 56    

grams. 65.70  746.30or  7<< µ
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Example

Find a 99% confidence interval for  𝜇, the population average 
daily intake of dairy products for men.

n
sx 58.2±

50
3558.27 ±Þ 56  77.127 ±Þ 56    

grams. 7  743.23or  77.68<< µ
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Example

• Of a random sample of n = 150 college students, 104 of 
the students said that they had played on a soccer team 
during their K-12 years. 

• Estimate the proportion of college students who played 
soccer in their youth with a 90% confidence interval.

n
qpp
ˆˆ

645.1ˆ ±
150

)31(.69.645.1
150
104  ±Þ

06.69.    ±Þ  .75.  .63or  << p
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Estimating the Difference between Two Means
• Sometimes we are interested in comparing the means of 

two populations. 
• The average growth of plants fed using two different 

nutrients.
• The average scores for students taught with two different 

teaching methods.
•  To make this comparison

.  varianceand mean  with 1 population
 fromdrawn   size of sample randomA 

2
11

1

sμ
n

.  varianceand mean  with 2 population
 fromdrawn   size of sample randomA 

2
22

2

sμ
n
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Comparing Two Means 

Mean Variance Standard Deviation

Population 1 µ1 σ12 σ1
Population 2 µ2 σ22 σ2

Sample 
size

Mean Variance Standard 
Deviation

Sample from 
Population 1

n1 s12 s1

Sample from 
Population 2

n2 s22 s2

1x

2x
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Estimating the Difference between Two Means

• We compare the two averages by making inferences about µ1-
µ2, the difference in the two population averages. 
•  If the two population averages are the same, then µ1-µ2 = 0.
•  The best estimate of µ1-µ2 is the difference in the two sample 

means

21 xx -
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The Sampling Distribution of 

21 xx -

.SE as estimated becan deviation  standard and

 normal,ely approximat is  ofon distributi sampling
  thelarge, are )n and n(both  sizes sample  theIf  .3

. is  ofdeviation  standard The  2.

means. population the
in   difference the, is  ofmean  The  1.

2

2
2

1

2
1

21

21

2

2
2

1

2
1

21

2121

n
s

n
s

xx

nn
xx

xx

+=

-

+-

--

ss

µµ
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Estimating 𝜇1-𝜇2

• For large samples, point estimates and their margin of error as 
well as confidence intervals are based on the standard normal (𝑧) 
distribution.

2

2
2

1

2
1

2121

1.96 :Error ofMargin 

 :-for  estimatePoint 

n
s

n
s

xx

+±

-µµ

2

2
2

1

2
1

2/21

21

)(

 :-for  interval Confidence

n
s

n
szxx +±- a

µµ

30 n and 30nBoth 
 :Assumption

21 ³³
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Example

• Compare the average daily intake of dairy products of men and 
women using a 95% confidence interval.

78.126    ±-Þ

.78.6  18.78-or  21 <-< µµ

Avg Daily Intakes Men Women
Sample size 50 50
Sample mean 756 762
Sample Std Dev 35 30

2

2
2

1

2
1

21 96.1)(
n
s

n
sxx +±-

50
30

50
3596.1)762567( +±-Þ
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Example, continued

• Could you conclude, based on this confidence interval, that 
there is a difference in the average daily intake of dairy 
products for men and women?

• The confidence interval contains the value 𝜇1−𝜇2 = 	0.	
• Therefore, it is possible that 𝜇1	 = 	𝜇2. 

• You would not want to conclude that there is a difference in 
average daily intake of dairy products for men and women.

78.6  18.78- 21 <-< µµ
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Estimating the Difference between Two Proportions

• Sometimes we are interested in comparing the proportion 
of “successes” in two binomial populations. 
• The germination rates of untreated seeds and seeds 

treated with a fungicide.
• The proportion of male and female voters who favor a 

particular candidate for governor.
• To make this comparison

.parameter  with 1 population binomial
 fromdrawn   size of sample randomA 

1

1

p
n

.parameter  with 2 population binomial
 fromdrawn   size of sample randomA 

2

2

p
n
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Comparing Two Proportions 

1

1
1ˆ n
xp =

Sample 
size

Sample 
Proportion

Sample 
Variance

Standard 
Deviation

Sample from 
Population 1

n1

Sample from 
Population 2

n2
     2

2
2ˆ n
xp =

n
qp 11 ˆˆ

n
qp 22 ˆˆ

n
qp 11 ˆˆ

n
qp 22 ˆˆ
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Estimating the Difference between Two Means

• We compare the two proportions by making inferences 
about p1-p2, the difference in the two population 
proportions. 
• If the two population proportions are the same, then p1-

p2 = 0.
• The best estimate of p1-p2 is the difference in the two 

sample proportions, 

2

2

1

1
21 ˆˆ

n
x

n
xpp -=-
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The Sampling Distribution of 21 ˆˆ pp -

.
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 as estimated becan deviation  stanard and normal,
ely approximat is ˆˆ ofon distributi sampling

  thelarge, are )n and n(both  sizes sample  theIf .3

. is ˆˆ ofdeviation  standard The  2.

s.proportion population the
in   difference the, is ˆˆ ofmean  The  1.
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1

11
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2
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n
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Estimating p1-p2
For large samples, point estimates and their margin of error as well 
as confidence intervals are based on the standard normal (z) 
distribution.

2

22

1

11

2121

ˆˆˆˆ
1.96 :Error ofMargin 

ˆˆ :for  estimatePoint 

n
qp

n
qp

pp-pp

+±

-

2

22

1

11
2/21

21

ˆˆˆˆ
)ˆˆ(

 :for  interval Confidence

n
qp

n
qpzpp

pp

+±-

-

a
12p̂-p̂ 1-    
 that so largely sufficient are

 n and nboth  :Assumption

21

21

£±£ SE
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Example

• Compare the proportion of male and female college students 
who said that they had played on a soccer team during their K-12 
years using a 99% confidence interval.

2

22

1

11
21

ˆˆˆˆ
58.2)ˆˆ(

n
qp

n
qppp +±-

70
)44(.56.

80
)19(.81.58.2)

70
39

80
65(  +±-Þ 19.52.   ±Þ

.44.  .06or  21 <-< pp

Youth Soccer Male Female
Sample size 80 70
Played soccer 65 39
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Example, continued

• Could you conclude, based on this confidence interval, that 
there is a difference in the proportion of male and female 
college students who said that they had played on a soccer 
team during their K-12 years?

• The confidence interval does not contains the value p1-p2 = 0. 
Therefore, it is not likely that p1= p2. You would conclude that 
there is a difference in the proportions for males and females.

44.  .06 21 <-< pp

A higher proportion of males than females played soccer in 
their youth.
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Summary – Large Sample Point Estimators
 To estimate one of four population parameters when the 

sample sizes are large, use the following point estimators with 
the appropriate margins of error.
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Summary – Large Sample Confidence Intervals
To estimate one of four population parameters when the 
sample sizes are large, use the following interval estimators.
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Summary: Large Sample Confidence intervals
• All values in the interval are possible values for the unknown 

population parameter.
• Any values outside the interval are unlikely to be the value of 

the unknown parameter.
• To compare two population means or proportions, look 

for the value 0 in the confidence interval. 
• If 0 is in the interval, it is possible that the two population 

means or proportions are equal, and you should not 
declare a difference. 

• If 0 is not in the interval, it is unlikely that the two means 
or proportions are equal, and you can confidently declare 
a difference.



108

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Estimation – A little deeper dive
• Recall that the point estimate assumes that the parameter to be 

estimated is constant. Who can say that it truly is?
• Estimating or inferring the value of the parameter(s)

• Maximum likelihood: What is the mean height of individuals of 
Asian descent given the sample of individuals of Asian descent 
you have observed?

• Maximum a posteriori: What is the mean height of individuals 
of Asian descent given your prior belief about the heights of 
individuals of Asian descent and the heights of individuals of 
Asian descent that you have encountered?

• Bayesian: What is the likely height of the next person of Asian 
descent you may encounter, given your prior belief about the 
heights of individuals of Asian descent, the heights of 
individuals of Asian descent that you have observed?
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Estimating probabilities from data (discrete case) 
• Maximum likelihood estimation
• Bayesian estimation
• Maximum a posteriori estimation
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Example: Binomial Experiment

• When tossed, the thumbtack can land in one of two positions: 
Head or Tail

• We denote by q the (unknown) probability 𝑃(𝐻).
• Estimation task

• Given a sequence of toss samples 𝑥5⋯	𝑥D, we want to 
estimate the probabilities 𝑃(𝐻) = 	�	and 𝑃(𝑇) 	= 	1	 − 	�

Head Tail
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Population Parameter Estimation from Data
Consider samples 𝑥5⋯	𝑥D	such that

• The values that the random variable 𝑥 can take is known
• Each is sampled from the same distribution
• Each is sampled independently of the rest

The task is to find a parameter 𝜃	so that our belief about the data 
can be summarized by a probability 𝑃(𝑥|𝜃).

• The parameters depend on the given family of probability 
distributions: multinomial, Gaussian, Poisson, etc.

• We will focus first on binomial and then on multinomial 
distributions

• The main ideas generalize to other distribution families

i.i.d.
samples
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The Likelihood Function 
• How good is a particular estimate of q?
• It depends on how likely it is to generate the observed data as 

specified by the likelihood function

    𝐿 𝜃:𝐷 = 𝑃 𝐷 𝜃 = ∏PQ5
D 𝑃(𝑥P|𝜃

   The likelihood for the sequence H,T, T, H, H is

L(θ :D)∝θ ⋅ (1−θ ) ⋅ (1−θ ) ⋅θ ⋅θ

q
0 0.2 0.4 0.6 0.8

𝐿(
𝜃
∶𝐷
)

1.0
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Likelihood function

• The likelihood function 𝐿(� ∶ 	𝐷)	provides a measure of relative 
preferences for various values of the parameter 𝜇  given a 
collection of observations 𝐷 drawn from a distribution that is 
parameterized by fixed but unknown q. 

• 𝐿( 𝜃: 	𝐷)	is proportional to the probability of the observed data D 
viewed as a function of q.

• Suppose data 𝐷 is 5 heads out of 8 tosses. 
• What is the likelihood function assuming that the observations 

were generated by a binomial distribution with an unknown but 
fixed parameterq ?

( )35 1
5
8

θθ -÷÷
ø

ö
çç
è

æ
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Sufficient Statistics 

• To compute the likelihood in the thumbtack example we only 
require NH and NT (the number of heads and the number of tails)

• NH and NT are sufficient statistics for the parameter q that 
specifies the binomial distribution

• A statistic is simply a function of the data
• A sufficient statistic s for a parameter q is a function that 

summarizes from the data D, the relevant information s(D) 
needed to compute the likelihood L(q :D).

• If s is a sufficient statistic for q, and s(D) = s(D’ ), 
 then L(q :D) = L(q :D’)

L(θ :D)∝θ NH ⋅ (1−θ )NT
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Maximum Likelihood Estimation

• Main Idea: Estimate from the given data, parameters that 
maximize the likelihood function

• Maximum likelihood estimator is
• Intuitively appealing
• One of the most commonly used estimators in statistics
• Assumes that the parameters to be estimated are fixed, 

but unknown
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Example: MLE for Binomial Data
• Applying the MLE principle we get
• (Why?)

0 0.2 0.4 0.6 0.8 1
L(
q 

:D
)

Example:
 (𝑁𝐻,𝑁𝑇	) 	=	 (3,2)

ML estimate is 𝜃

TH

H

NN
N
+

=q̂

𝜃
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MLE for Binomial data L θ : D( ) =
N
NH

!

"
##

$

%
&&θ

NH ⋅ 1−θ( )NT

logL θ : D( ) = NH logθ + NT log 1−θ( )

The likelihood is positive for all legitimate values of q

So maximizing the likelihood is equivalent to maximizing its 
logarithm i.e. log likelihood

( ) ( )

( ) ( )
( )

( )

( )TH

H
ML

HTH

TH

NN
Nθ

NθNN
θ

N
θ
Nθ:DL

θ

θ:DLθ:DL
θ

+
=

=+

=
-
-

+=
¶
¶

=
¶
¶

0
1

1log

 of extremaat  0log
Note that the likelihood 
is indeed maximized at q 
=qML because in the 

neighborhood of qML, 
the value of the 
likelihood is smaller than 
it is at q =qML
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Behavior of the likelihood around the maximum
• At the maximum, the derivative of the log likelihood is zero
• At the maximum, the second derivative is negative 
• The curvature of the log likelihood is defined as

• Large observed curvature 𝐼	(𝜃𝑀𝐿)	at q = 	q𝑀𝐿	is associated with a 
sharp peak, intuitively indicating less uncertainty about the 
maximum likelihood estimate

• I (qML) is called the Fisher information 

( ) ( )DθL
θ

I :log2¶
¶

-=q



119

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Maximum Likelihood Estimate

ML estimate can be shown to be 
• Asymptotically unbiased 
• Asymptotically consistent -  converges to the true value as the 

number of examples approaches infinity

• Asymptotically efficient – achieves the lowest variance that any 
estimate can achieve for a training set of a certain size (satisfies the 
Cramer-Rao bound)

{ }
( ) 0lim

1Prlim
2 =-

=£-

¥®

¥®

TrueMLN

TrueMLN

E qq

eqq

( ) TrueMLN
E q=q

¥®
lim
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Maximum Likelihood Estimate
• ML estimate can be shown to be representationally invariant – If 𝜃𝑀𝐿 is 

an ML estimate of 𝜃, and g (𝜃 ) is a function of 𝜃, then 𝑔(𝜃𝑀𝐿)	is an ML 
estimate of 𝑔(𝜃)	

• When the number of samples is large, the probability distribution of 
𝜃𝑀𝐿has Normal distribution with mean 𝜃True  (the actual value of the 
parameter) – a consequence of the central limit theorem 
• A random variable which is a sum of a large number of random 

variables has Normal distribution – ML estimate is related to the 
sum of random variables

• We can use the likelihood ratio to reject the null hypothesis 
corresponding to 𝜃 = 𝜃0	 as unsupported by data if the ratio of the 
likelihoods evaluated at 𝜃0	and at 𝜃ML is small. 
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From Binomial to Multinomial

• Suppose a random variable 𝑥 can take the values 1,2,… ,𝐾
• We want to learn the parameters 𝜃1, 𝜃2. … , 𝜃𝐾
• Sufficient statistics: N1, N2, …, NK - the number of times each 

outcome is observed
• Likelihood function

• ML estimate 

L(θ :D)∝ θk
Nk

k=1

K

∏

å
=




N
Nk

kq̂
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Summary of Maximum Likelihood Estimation

• Define a likelihood function which is a measure of how likely it is 
that the observed data were generated from a probability 
distribution with a particular choice of parameters 

• Select the parameters that maximize the likelihood
• In simple cases, ML estimate has a closed form solution
• In complex cases, ML estimation may require numerical 

optimization – as in the case of distributions parameterized by 
Neural networks, e.g., large language models

• Problem with ML estimate – assigns zero probability to 
unobserved values – can lead to difficulties when estimating from 
small samples 
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• MLE commits to a specific value of the unknown parameter (s)
• MLE is the same in both cases shown

Bayesian Estimation

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

vs.

• Of course, in general, one cannot summarize a function by a 
single number! 

• Intuitively, the confidence in the estimates should be different
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Bayesian Estimation

Maximum Likelihood approach is Frequentist at its core
• Assumes there is an unknown but fixed parameter q 
• Estimates 𝜃 with some confidence 
• Prediction of probabilities using the estimated parameter 

value

Bayesian Approach
• Represents uncertainty about the unknown parameter
• Uses probability to quantify this uncertainty: 

• Unknown parameters are treated as random variables
• Prediction follows from the rules of probability:

• Expectation over the unknown parameters
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Binomial Data Revisited
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• Suppose 𝐷 is such that (𝑁𝐻,𝑁𝑇	) 	=	 (4,1) 
• Suppose that we choose a uniform prior 𝑝(𝜃	) 	= 	1	 ∀q ∈ [0,1]
• 𝑃(𝜃|𝐷)	is proportional to the likelihood 𝐿(𝜃 ∶ 𝐷)

𝑃(𝑥% = 𝐻|𝐷)
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Example: Binomial Data Revisited
• Suppose 𝐷 has 𝑀 = 𝑁𝐻 +𝑁𝑇	samples where (𝑁𝐻,𝑁𝑇	) =
	(4,1)

• MLE for 𝜃 = 𝑃(𝑥V = 	𝐻	)	is 4/5	 = 	0.8
• Bayesian estimate is 𝑃(𝑥V = 	𝐻	) 	= 0.7142⋯
In this example, MLE and Bayesian predictions differ

It can be proved that 
• If the prior is well-behaved – i.e. does not assign 0 density to 

any feasible parameter value
• Then both MLE and Bayesian estimate converge to the same 

value in the limit as the number of samples approach ∞
• Both almost surely converge to the underlying distribution of 𝑋
• The ML and Bayesian approaches behave differently when the 

number of samples is small
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All prior beliefs are not created equal

• In practice we may have reason to believe that the prior 
distribution of the parameter of interest is not uniform

• We might want to assert priors that allow us to express our 
beliefs regarding the parameter to be estimated

• Example: We might want a prior that assigns a higher 
probability to parameter values that describe a fair coin 
than it does to an unfair coin

• The beta distribution allows us to capture such prior beliefs
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Beta distribution

• Let x be an integer that is greater than 0
• Let Γ 𝑥 = 𝑥 − 1 ! 

• This implies W <X5W < = 𝑥

• The Beta  density function 𝐵𝑒𝑡𝑎 𝜃: 𝑎, 𝑏 ,	with parameters 
𝑎, 𝑏,	and 𝑁 = 𝑎 + 𝑏 where 𝑎 > 0	and 𝑏	 > 0	are positive 
integers, is given by: 

𝑝 𝜃 = W(D)
W(Y)W(Z)𝜃

Y=5𝜃Z=5 where 0 ≤ 𝜃 ≤ 1
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Beta distribution

Update of the parameter with a beta prior based on data yields a 
beta posterior

• Suppose 𝐷	 = 𝑥5,⋯𝑥D 	 be random samples from Binomial 
distribution where 𝑁J +𝑁K = 𝑁	

• Then it can be shown that if 𝑝(θ) = 𝐵𝑒𝑡𝑎(𝜃; 𝑎, 𝑏),
𝑝 𝜃 𝐷 = 𝐵𝑒𝑡𝑎(𝜃; 𝑎 +𝑁J, 𝑏 +𝑁K)
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Conjugate Families

• When the posterior distribution follows the same parametric form 
as the prior distribution we say that we have a conjugate prior

• Conjugate priors are useful because:
• For many distributions we can represent them with hyper 

parameters
• They permit sequential update of the posterior based on data
• In many cases we have closed-form solution for prediction

• Beta  prior is a conjugate prior for the binomial likelihood
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Bayesian prediction 

𝑃 𝑥[ = 𝐻 𝐷 =
𝑎 +𝑁J
𝑁+𝑀 =

𝑎 +𝑁J
𝑎 + 𝑏 + (𝑁J+𝑁K)

• Beta prior implies Beta posterior

• Thus, we can update the posterior by simply replacing
• 𝑎 by (𝑎 +𝑁J) and 
• 𝑏 by (𝑏 +𝑁K) 

• That is, we are doing relative frequency estimates, where 𝑎 and 
𝑏 are counts that represent prior beliefs about 𝜃,	the probability 
of heads

• Choosing 𝑎 = 𝑏, implies we assume that the random mechanism 
is fair unless the data tells us otherwise
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Dirichlet Priors
• Recall that the multinomial likelihood function is 
• A Dirichlet prior with hyperparameters  a1,⋯ ,a𝐾  is defined as

• Under the Dirichlet prior, 𝑃(𝑥3 = 𝑘) = 4(
∑)*+
, 4)

• Then given the samples 𝐷 with observed counts 𝑁1,⋯ ,𝑁𝐾 for the K 
different outcomes, the posterior has the same form, with 
hyperparameters  a1+𝑁1,⋯,a𝐾	 + 𝑁𝐾	

• Dirichlet posterior is 𝑃(𝑥673 = 𝑘|𝐷) = 4(78(
∑)*+
, 4)78)

• Dirichlet priors are conjugate priors for the multinomial distribution
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Intuition behind Beta and Dirichlet priors

• The hyperparameters a1,⋯ ,a𝐾	can be thought of as 
imaginary counts from our prior experience 

• Equivalent sample size = 	a1+⋯+ a𝐾	
• The larger the equivalent sample size the more confident 

we are in our prior
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Conjugate Families

• The property that the posterior distribution follows the same 
parametric form as the prior distribution is called conjugacy

• Dirichlet prior is a conjugate family for the multinomial 
likelihood

• Conjugate families are useful because:
• For many distributions we can represent them with 

hyperparameters
• They allow for sequential update within the same 

representation
• In many cases we have closed-form solution for prediction
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Summary of Bayesian estimation

• Treat the unknown parameters as random variables
• Assume a prior distribution for the unknown parameters
• Update the distribution of the parameters based on data – 

easy if we have conjugate priors 
• Use Bayes rule to make prediction


