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Relaxing the independence assumption

• Bayes Networks
• Model a subset of dependences using directed acyclic 

graphs

312
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Bayesian Network

313

P(X1…Xn ) = P(Xi | parents(Xi ))
i=1

n

∏

X1

X3X2

X4 X5
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Bayesian Network

314

p(X1, X2, X3, X4, X5) =

p(X5|X3)p(X4|X2, X3)

p(X3)p(X2|X1)p(X1)

X1

X3X2

X4 X5
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Bayesian Network

• A Bayesian Network is a directed graphical model
• It consists of a graph G and the conditional probabilities P
• These two parts full specify the distribution:
• Qualitative Specification: G
• Quantitative Specification: P

315

p(X1, X2, X3, X4, X5) =

p(X5|X3)p(X4|X2, X3)

p(X3)p(X2|X1)p(X1)

X1

X3X2

X4 X5
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Qualitative Specification

• Where does the qualitative specification come from?

• Prior knowledge of relationships among variables
• Assessment from experts
• Learning from data
• ..

© Eric Xing @ CMU, 2005-2015 316
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Structure constrains probabilities 

• Separation properties in the graph imply independence 
properties about the associated variables
• For the graph to be useful, any conditional independence 

properties we can derive from the graph should hold for the 
probability distribution that the graph represents

The Equivalence Theorem
 For a graph G,
 Let D1 denote the family of all distributions that satisfy I(G),
 Let D2 denote the family of all distributions that factor 

according to G,
 Then D1≡D2.

317© Eric Xing @ CMU, 2005-2015
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Quantitative Specification

A B

C

𝑝(𝐴,𝐵, 𝐶) 	= 𝑝(𝐴)𝑝(𝐵)𝑝(𝐶|𝐴,𝐵)	

318© Eric Xing @ CMU, 2005-2015
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A=0 0.75
A=1 0.25

B=0 0.33
B=1 0.67

A=0,B=0 A=0,B=1 A=1,B=0 A=1,B=1
C=0 0.45 1 0.9 0.7
C=1 0.55 0 0.1 0.3

A B

C

P(a,b,c,d) = 
P(a)P(b)P(c|a,b)P(d|c)

D

C=0 C=1
D=0 0.3 0.5
D=1 07 0.5

Conditional probability tables (CPTs)
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A B

C

P(a,b,c.d) = 
P(a)P(b)P(c|a,b)P(d|c)

D

A~N(μa, Σa) B~N(μb, Σb)

C~N(A+B, Σc)

D~N(μa+C, Σa)
D

C
P(

D|
 C

)

Conditional probability density functions (CPDs)
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Conditional Independencies

X1

Y

Features

Label

X2 Xn-1 Xn

What is this model

1. When Y is observed?
2. When Y is unobserved?

© Eric Xing @ CMU, 2006-
2011
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Conditionally Independent Observations

q

Data

Model parameters

X1 X2 Xn-1 Xn

322
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“Plate” Notation

Xi

i=1:n

q

Data = {x1,…xn}

Model parameters

Plate = rectangle in graphical model

           variables within a plate are replicated
           in a conditionally independent manner
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Example: Gaussian Model

xi

i=1:n

µ

Generative model:   

p(x1,…xn | µ, s) = P  p(xi | µ, s)

                          =   p(data | parameters)
                          =   p(D  | q)     
 where q = {µ, s}

s

§ Likelihood = p(data | parameters) 
  = p( D | q ) 
  = L (q)
§ Likelihood tells us how likely the observed data are conditioned 

on a particular setting of the parameters
§ Often easier to work with log L (q) 
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Bayesian graphical models

Parameters

IID data samplesxi

i=1:n

q

325© Eric Xing @ CMU, 2005-2015
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What Independencies does a Bayes Net Model?

• In order for a Bayesian network to model a probability 
distribution, the following must be true:

    Each variable is conditionally independent of all its non-
descendants in the graph given the value of all its parents.

• This follows from

• But what else does it imply?

P(X1…Xn ) = P(Xi | parents(Xi ))
i=1

n

∏

= P(Xi | X1…Xi−1)
i=1

n

∏

Slide from William Cohen
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Common Parent V-StructureCascade

What Independencies does a Bayes Net Model?

327

Three cases of interest…

Z

Y

X

Y

X Z

ZX

YY
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Common Parent V-StructureCascade

What Independencies does a Bayes Net Model?

328

Z

Y

X

Y

X Z

ZX

YY

X �� Z | Y X �� Z | Y X ��� Z | Y
Knowing Y 

decouples X and Z
Knowing Y 

couples X and Z

Three cases of interest…
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Common Parent

Y

X Z

X �� Z | Y
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The “Burglar Alarm” example
• Your house has a twitchy burglar 

alarm that is also sometimes 
triggered by earthquakes.

• Earth arguably doesn’t care 
whether your house is currently 
being burgled

• While you are on vacation, one 
of your neighbors calls and tells 
you your home’s burglar alarm is 
ringing.  Uh oh!

Burglar Earthquake

Alarm

Phone Call

Slide from William Cohen

True or False?  
Burglar �� Earthquake | PhoneCall
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The “Burglar Alarm” example
• But now suppose you learn that 

there was a medium-sized 
earthquake in your 
neighborhood.  Oh, whew!  
Probably not a burglar after all.

• Earthquake “explains away” the 
hypothetical burglar.

• But then it must not be the 
case that 

even though
   

Burglar Earthquake

Alarm

Phone Call

Slide from William Cohen

Burglar �� Earthquake | PhoneCall

Burglar �� Earthquake
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D-Separation (Definition #1)
• Fortunately, there is a relatively simple algorithm for 

determining whether two variables in a Bayesian network 
are conditionally independent: d-separation.

• Definition: variables X and Z are d-separated (conditionally 
independent) given a set of evidence variables E iff every 
undirected path from X to Z is “blocked”, where a path is 
“blocked” iff one or more of the following conditions is true: 
...

Slide from William Cohen
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D-Separation (Definition #1)

• There exists a variable Y on the path such that
• it is in the evidence set E
• the arcs putting Y in the path are “tail-to-tail”

• Or, there exists a variable Y on the path such that
• it is in the evidence set E
• the arcs putting Y in the path are “tail-to-head”

• Or, ...

Y

Y

unknown 
“common 
causes” of X 
and Z 
impose 
dependency

unknown 
“causal 
chains” 
connecting 
X an Z 
impose 
dependency

Slide from William Cohen

A path is “blocked” when...



334

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

D-Separation (Definition #1)

• … Or, there exists a variable Y on the path such that
• it is NOT in the evidence set E
• neither are any of its descendants
• the arcs putting Y on the path are “head-to-head”

Y
Known 
“common 
symptoms” of X 
and Z impose 
dependencies… 
X may “explain 
away” Z

Slide from William Cohen

A path is “blocked” when...



335

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

D-Separation

• Theorem [Verma & Pearl, 1998]:
• If a set of evidence variables E d-separates X and Z in a 

Bayesian network’s graph, then I<X, E, Z>.
• d-separation can be computed in linear time using a depth-

first-search-like algorithm.
• Be careful: d-separation finds what must be conditionally 

independent
• “Might”: Variables may actually be independent when 

they’re not d-separated, depending on the actual 
probabilities involved

Slide from William Cohen
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Markov Blanket
• A node is conditionally independent of all other nodes in the 

network given its Markov blanket: parents, children, and 
children’s parents

Alarm

MaryCallsJohnCalls

EarthquakeBurglary

Burglary is independent of John Calls and Mary Calls given Alarm 
and Earth Quake
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A node is conditionally 
independent of every 
other node in the network 
outside its Markov blanket

X

Y1 Y2

Descendent

Ancestor

Parent

Children’s 
parents

Child

Markov Blanket

Children’s 
parents
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Structure: DAG

• Meaning: a node is 
conditionally independent 
of every other node in the 
network outside its Markov 
blanket

• Local conditional 
distributions (CPD) and the 
DAG completely determine 
the joint distribution of the 
data

X

Y1 Y2

Summary: Bayesian Networks

338
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Bayesian Networks

CancerSmoking{ }heavylightnoS ,,Î

{ }malignantbenignnoneC ,,ÎP( S=no) 0.80
P( S=light) 0.15
P( S=heavy) 0.05

Smoking= no light heavy
P( C=none) 0.96 0.88 0.60
P( C=benign) 0.03 0.08 0.25
P( C=malig) 0.01 0.04 0.15
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Product Rule

• P(C,S) = P(C|S) P(S)

Sß     CÞ none benign malignant
no 0.768 0.024 0.008
light 0.132 0.012 0.006
heavy 0.035 0.010 0.005

CancerSmoking
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Marginalization

Sß   CÞ none benign malig total
no 0.768 0.024 0.008 .80
light 0.132 0.012 0.006 .15
heavy 0.035 0.010 0.005 .05

total 0.935 0.046 0.019

P(Cancer)

P(Smoke)



342

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Bayes Rule Revisited

)(
),(

)(
)()|()|(

CP
SCP

CP
SPSCPCSP ==

Sß   CÞ none benign malig
no 0.768/.935 0.024/.046 0.008/.019
light 0.132/.935 0.012/.046 0.006/.019
heavy 0.030/.935 0.015/.046 0.005/.019

Cancer= none benign malignant
P( S=no) 0.821 0.522 0.421
P( S=light) 0.141 0.261 0.316
P( S=heavy) 0.037 0.217 0.263
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A Bayesian Network

Smoking

GenderAge

Cancer

Lung
Tumor

Serum
Calcium

Exposure
to Toxics
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Independence

Age and Gender are 
 independent.

𝑃(𝐴|𝐺) 	= 	𝑃(𝐴)    A ^ G 
𝑃(𝐺|𝐴) 	= 	𝑃(𝐺)	 G ^ A 

GenderAge

𝑃(𝐴, 𝐺) 	= 	𝑃(𝐺|𝐴)	𝑃(𝐴) 	= 	𝑃(𝐺)𝑃(𝐴)
𝑃(𝐴, 𝐺) 	= 	𝑃(𝐴|𝐺)	𝑃(𝐺) 	= 	𝑃(𝐴)𝑃(𝐺)

𝑃(𝐴, 𝐺) 	= 	𝑃(𝐺)𝑃(𝐴)
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Conditional Independence

Smoking

GenderAge

Cancer

Cancer is independent 
of Age and Gender 
given Smoking.

𝑃(𝐶|𝐴, 𝐺, 𝑆) 	= 	𝑃(𝐶|𝑆)	 C ^ A,G | S
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More Conditional Independence:
Naïve Bayes 

Cancer

Lung
Tumor

Serum
Calcium

Serum Calcium is 
independent of Lung Tumor, 
given Cancer

P(L|SC,C) = P(L|C)

Serum Calcium and Lung 
Tumor are dependent
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

More Conditional Independence: Explaining Away 

Exposure to Toxics is 
dependent on Smoking, 
given Cancer

Exposure to Toxics and 
Smoking are independentSmoking

Cancer

Exposure
to Toxics

E ^ S

P(E = heavy | C = malignant) >
P(E = heavy | C = malignant, S=heavy)
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=),,,,,,( SCLCSEGAP

Smoking

GenderAge

Cancer

Lung
Tumor

Serum
Calcium

Exposure
to Toxics

)|()|( CLPCSCP ×

×× )()( GPAP

×× ),|()|( GASPAEP
×),|( SECP

Stitching it all together…
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

Inference in Bayesian Networks

• Bayesian networks are a compact encoding of the full joint 
probability distribution over N variables that makes conditional 
independence assumptions between these variables explicit.

• We can use belief networks to compute any probability of interest 
over the given variables.

• Now we look at Inference in more detail
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Inference in Bayesian Networks
Find P(Q=q|E=e)
      - Q the query variable(s)
      - E set of evidence variables
              P(q|e) =   P(q,e) / P(e)
 X1,.. Xn   are network variables except Q,E 

( ) ( )å=
nxxx

nXXXeqeqP
...,

...,,,,
21

21
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Basic Inference

P(b) = ?

A B

åå ==
aa

bP P(a) a) | P(b   b) P(a,)(
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Basic Inference

åå ==
aa

bP P(a) a) | P(b   b) P(a,)(

A B C

å=
b

bPbcPcP )()|()(

å

å

åå

=

=

==

ba

ba

baba

bPbcP

aPabPbcP

aPabPabcPcbaPcP

,

,

,,

)()|(

)()|()|(

)()|(),|(),,()(
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Inference in trees

Y1 Y2

X

( ) ( ) ( ) ( ) ( ) ( )2121212121
212121

YPYPYYXPYYPYYXPYYXPXP
yyyyyy
ååå ===
,,,

,|,,|,,)(
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

Polytrees

• A network is singly connected (a polytree) if it contains no 
undirected loops.

Not a polytree Polytree
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

Inference in polytrees

• Theorem: Inference in polytrees can be performed in time 
that is polynomial in the number of variables.
• Main idea: in variable elimination, need only maintain 

distributions over single nodes.
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

Inference with Bayesian Networks

• Inference in polytrees can be performed efficiently
• Inference with DAG is NP-Hard – Proof by reduction of 

SAT to Bayesian network inference
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Intelligence, IST 597F, Fall 
2014, (C) Vasant Honavar

Approaches to inference

• Exact inference 
• Inference in Simple Chains
• Variable elimination
• Clustering / join tree algorithms

• Approximate inference
• Stochastic simulation / sampling methods
• Markov chain Monte Carlo methods
• Mean field theory
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Approximate Inference: Stochastic simulation
• Suppose you are given values for some subset of the variables, 

G, and want to infer values for unknown variables, U
• Randomly generate a very large number of instantiations from 

the BN
• Generate instantiations for all variables – start at root 

variables and work your way “forward”
• Only keep those instantiations that are consistent with the 

values for G
• Use the frequency of values for U to get estimated probabilities
• Accuracy of the results depends on the size of the sample 

(asymptotically approaches exact results)
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Stochastic Simulation

RainSprinkler

Cloudy

WetGrass

1. Draw N samples from the BN by repeating 1.1 and 1.2
     1.1. Guess Cloudy at random according to P(Cloudy)     

     1.2. For each guess of Cloudy, guess
           Sprinkler and Rain, then WetGrass

2. Compute the ratio of the # runs where   
    WetGrass and Cloudy are True 
    over the # runs where Cloudy is True

P(WetGrass|Cloudy)?

P(WetGrass|Cloudy) 
    = P(WetGrass, Cloudy) / P(Cloudy)
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Stochastic simulation

• The probability is approximated using sample frequencies

BN sampling: 
• Generate sample in a top down manner, following the links 

in BN
• A sample is an assignment of values to all 
    variables
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BN Sampling Example

P(B | J = T,M = F)Goal: To infer
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BN Sampling Example
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BN Sampling Example
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BN Sampling Example
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BN Sampling Example



366

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

BN Sampling Example
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Rejection Sampling

Rejection sampling:
• Generate sample for the full joint by sampling BN
• Use only samples that agree with the condition, the 

remaining samples are rejected
• Problem: many samples can be rejected
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Likelihood weighting 

• Avoids inefficiencies of rejection sampling
• Idea: generate only samples consistent with an evidence (or 

conditioning event)
• If the value is set by evidence, there is no sampling
• Problem: using simple counts is not enough since different 

samples may occur with different probabilities
• Likelihood weighting: with every sample keep a weight with 

which it should count towards the estimate
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 



377

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood weighting Example 
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Likelihood Sampling
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Likelihood Sampling
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Likelihood Weighting
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Learning Bayesian networks
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The Learning Problem
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Learning Problem
 Known Structure Unknown Structure 

Complete 
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Statistical parametric 
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Learning Problem
 Known Structure Unknown Structure 
Complete 
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Learning Problem
 Known Structure Unknown Structure 
Complete 
Data 
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Learning Problem
 Known Structure Unknown Structure 
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Learning Bayesian Networks

» Parameter learning: Complete data 
• Statistical parametric fitting 
• Maximum likelihood estimation
• Bayesian inference

• Parameter learning: Incomplete data
• Structure learning: Complete data
• Structure learning: Incomplete data

Known Structure Unknown Structure

Complete data

Incomplete data
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Learning Parameters
• Estimation relies on sufficient statistics

• For multinomial these are of the form N (xi,pai) 
• Parameter estimation

• Bayesian methods also require choice of priors
• Both MLE and Bayesian estimates are asymptotically equivalent 

and consistent but the latter work better with small samples 
• Both can be implemented in an on-line manner by accumulating 

sufficient statistics

€ 

˜ θ x
i
| pa

i

=
α(xi, pai ) + N(xi, pai )
α(pai ) + N(pai )

€ 

ˆ θ x
i
| pa

i

=
N(xi, pai )
N(pai )

MLE Bayesian (Dirichlet)
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Learning Problem
 Known Structure Unknown Structure 
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Data 
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Why do we need accurate structure?

• Increases the number of 
parameters to be estimated
• Incorrect independence 

assumptions

• Cannot be compensated for 
by fitting parameters
• Incorrect independence 

assumptions

Earthquake Alarm Set

Sound

Burglary
Earthquake Alarm Set

Sound

Burglary

Earthquake Alarm Set

Sound

Burglary

Extraneous arcMissing an arc
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Approaches to BN Structure Learning

• Score based methods 
• assign a score to each candidate BN structure using a 

suitable scoring function
• Search the space of candidate network structures for a 

BN structure with the maximum score
• Independence testing based methods
• Use independence tests to determine the structure of 

the network 



397

Vasant G Honavar

Center for Artificial Intelligence Foundations & Scientific Applications
Artificial Intelligence Research Laboratory

  
   
   
              
   
  

Data Science for Researchers and Scholars Vasant Honavar, Fall 2023

Constraint-Based Learning of Bayes Networks

1. Determine constraints that hold among the nodes (e.g., 
independence conditions based on statistical tests)

2. Use the patterns of constraints to narrow the causal 
possibilities
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Constraint-Based Search for a Bayes Network Structure: 
Example
• Three binary variables X, Y, Z
• Suppose time ordering is known (we can relax this condition): 
  X occurs before Y which occurs before Z
• For instance
• X: economic circumstances
• Y: environmental risk 
• Z: disease

• Question: Does Y cause Z?
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• Suppose statistical testing yields the following constraints
dep(X, Y), dep(Y, Z), dep(X, Z), ind(X, Z | Y)

• Consider the consistency of these constraints with respect to the 
following structural models:

X Y Z

X Y Z

X

X

X

X Y Z

X Y Z

H

H

Constraint-Based Search for a Bayes Network: Example
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• Suppose statistical testing yields the following constraints
dep(X, Y), dep(Y, Z), dep(X, Z), ind(X, Z | Y)

• Consider the consistency of these constraints with respect to the 
following structural models:

X Y Z

X Y Z

X

X

X

X X Y Z

X Y Z

H

H

Constraint-Based Search for a Bayes Network: Example
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Pneumonia Fever Abdominal Pain

Appendicitis

• Given Fever = present, if Pneumonia = present then Appendicitis 
Is unlikely and therefore Abdominal Pain is unlikely.

• Given Fever = present, if Pnemonia = absent then  Appendicitis 
is likely and therefore Abdominal Pain is likely.

• Thus, when fever is present, Pneumonia and Abdominal Pain 
have an inverse statistical relationship

• This causal model is not consistent with the known constraint 
ind(X, Z | Y).

• The pneumonia story is more complicated because pneumonia 
does lead to toxemia which leads to abdominal pain

X

X Y Z
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• Suppose statistical testing yields the following constraints
dep(X, Y), dep(Y, Z), dep(X, Z), ind(X, Z | Y)

• Consider the consistency of these constraints with respect to the 
following structural models:

X Y Z

X Y Z X Y Z

X

X

X

X
X Y Z

X Y Z

H

H

Constraint-Based Search for a Bayes Network: Example
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• Suppose statistical testing yields the following constraints
dep(X, Y), dep(Y, Z), dep(X, Z), ind(X, Z | Y)

• Consider the consistency of these constraints with respect to the 
following stryctural models:

X Y Z

X Y Z X Y Z

X

X

X

X X Y Z

X Y Z

H

H

91 additional causal models

Constraint-Based Search for a Bayes Network: Example
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• The following models are the only ones consistent with the 
constraints:

X Y Z

X Y Z
• In all of these models, “Y 

causes Z” and they do 
not share a common 
ancestor

H

X Y Z

H

Constraint-Based Search for a Bayes Network: Example




