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Chapter 11

Bayesian Networks

A. Darwiche

11.1 Introduction

A Bayesian network is a tool for modeling and reasoning with uncertain beliefs.
A Bayesian network consists of two parts: a qualitative component in the form of
a directed acyclic graph (DAG), and a quantitative component in the form conditional
probabilities; see Fig. 11.1. Intuitively, the DAG of a Bayesian network explicates
variables of interest (DAG nodes) and the direct influences among them (DAG edges).
The conditional probabilities of a Bayesian network quantify the dependencies be-
tween variables and their parents in the DAG. Formally though, a Bayesian network
is interpreted as specifying a unique probability distribution over its variables. Hence,
the network can be viewed as a factored (compact) representation of an exponentially-
sized probability distribution. The formal syntax and semantics of Bayesian networks
will be discussed in Section 11.2.

The power of Bayesian networks as a representational tool stems both from this
ability to represent large probability distributions compactly, and the availability of
inference algorithms that can answer queries about these distributions without nec-
essarily constructing them explicitly. Exact inference algorithms will be discussed in
Section 11.3 and approximate inference algorithms will be discussed in Section 11.4.

Bayesian networks can be constructed in a variety of ways, depending on the appli-
cation at hand and the available information. In particular, one can construct Bayesian
networks using traditional knowledge engineering sessions with domain experts, by
automatically synthesizing them from high level specifications, or by learning them
from data. The construction of Bayesian networks will be discussed in Section 11.5.

There are two interpretations of a Bayesian network structure, a standard interpre-
tation in terms of probabilistic independence and a stronger interpretation in terms
of causality. According to the stronger interpretation, the Bayesian network specifies
a family of probability distributions, each resulting from applying an intervention to
the situation of interest. These causal Bayesian networks lead to additional types of
queries, and require more specialized algorithms for computing them. Causal Bayesian
networks will be discussed in Section 11.6.
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A ΘA

true 0.6
false 0.4

A B ΘB|A
true true 0.2
true false 0.8
false true 0.75
false false 0.25

A C ΘC|A
true true 0.8
true false 0.2
false true 0.1
false false 0.9

B C D ΘD|B,C

true true true 0.95
true true false 0.05
true false true 0.9
true false false 0.1
false true true 0.8
false true false 0.2
false false true 0
false false false 1

C E ΘE|C
true true 0.7
true false 0.3
false true 0
false false 1

Figure 11.1: A Bayesian network over five propositional variables. A table is associated with each node
in the network, containing conditional probabilities of that node given its parents.

11.2 Syntax and Semantics of Bayesian Networks

We will discuss the syntax and semantics of Bayesian networks in this section, starting
with some notational conventions.

11.2.1 Notational Conventions

We will denote variables by upper-case letters (A) and their values by lower-case let-
ters (a). Sets of variables will be denoted by bold-face upper-case letters (A) and their
instantiations by bold-face lower-case letters (a). For variable A and value a, we will
often write a instead of A = a and, hence, Pr(a) instead of Pr(A = a) for the prob-
ability of A = a. For a variable A with values true and false, we may use A or a to
denote A = true and ¬A or a to denote A = false. Therefore, Pr(A), Pr(A = true) and
Pr(a) all represent the same probability in this case. Similarly, Pr(¬A), Pr(A = false)
and Pr(a) all represent the same probability.
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Table 11.1. A probability distribution Pr(.) and the result of conditioning it on evidence Alarm, Pr(.|Alarm)

World Earthquake Burglary Alarm Pr(.) Pr(.|Alarm)

ω1 true true true 0.0190 0.0190/0.2442
ω2 true true false 0.0010 0
ω3 true false true 0.0560 0.0560/0.2442
ω4 true false false 0.0240 0
ω5 false true true 0.1620 0.1620/0.2442
ω6 false true false 0.0180 0
ω7 false false true 0.0072 0.0072/0.2442
ω8 false false false 0.7128 0

11.2.2 Probabilistic Beliefs

The semantics of Bayesian networks is given in terms of probability distributions and
is founded on the notion of probabilistic independence. We review both of these no-
tions in this section.

Let X1, . . . , Xn be a set of variables, where each variable Xi has a finite number
of values xi . Every instantiation x1, . . . , xn of these variables will be called a possible
world, denoted by ω, with the set of all possible worlds denoted by Ω . A probabil-
ity distribution Pr over variables X1, . . . , Xn is a mapping from the set of worlds Ω

induced by variables X1, . . . , Xn into the interval [0, 1], such that
∑

ω Pr(ω) = 1;
see Table 11.1. An event η is a set of worlds. A probability distribution Pr assigns a
probability in [0, 1] to each event η as follows: Pr(η) = ∑

ω∈η Pr(ω).
Events are typically denoted by propositional sentences, which are defined induc-

tively as follows. A sentence is either primitive, having the form X = x, or complex,
having the form ¬α, α ∨ β, α ∧ β, where α and β are sentences. A propositional
sentence α denotes the event Mods(α), defined as follows: Mods(X = x) is the set
of worlds in which X is set to x, Mods(¬α) = Ω \ Mods(α), Mods(α ∨ β) =
Mods(α) ∪ Mods(β), and Mods(α ∧ β) = Mods(α) ∩ Mods(β). In Table 11.1, the
event {ω1, ω2, ω3, ω4, ω5, ω6} can be denoted by the sentence Burglary ∨ Earthquake
and has a probability of 0.28.

If some event β is observed and does not have a probability of 0 according to
the current distribution Pr, the distribution is updated to a new distribution, denoted
Pr(.|β), using Bayes conditioning:

(11.1)Pr(α|β) = Pr(α ∧ β)

Pr(β)
.

Bayes conditioning follows from two commitments: worlds that contradict evidence
β must have zero probabilities, and worlds that are consistent with β must maintain
their relative probabilities.1 Table 11.1 depicts the result of conditioning the given
distribution on evidence Alarm = true, which initially has a probability of 0.2442.

When evidence β is accommodated, the belief is some event α may remain the
same. We say in this case that α is independent of β. More generally, event α is inde-

1This is known as the principle of probability kinematics [88].
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pendent of event β given event γ iff

(11.2)Pr(α|β ∧ γ ) = Pr(α|γ ) or Pr(β ∧ γ ) = 0.

We can also generalize the definition of independence to variables. In particular, we
will say that variables X are independent of variables Y given variables Z, written
I (X, Z, Y), iff

Pr(x|y, z) = Pr(x|z) or Pr(y, z) = 0

for all instantiations x, y, z of variables X, Y and Z. Hence, the statement I (X, Z, Y)

is a compact representation of an exponential number of independence statements of
the form given in (11.2).

Probabilistic independence satisfies some interesting properties known as the
graphoid axioms [130], which can be summarized as follows:

I (X, Z, Y) iff I (Y, Z, X)

I (X, Z, Y) & I (X, ZW, Y) iff I (X, Z, YW).

The first axiom is called Symmetry, and the second axiom is usually broken down into
three axioms called decomposition, contraction and weak union; see [130] for details.

We will discuss the syntax and semantics of Bayesian networks next, showing the
key role that independence plays in the representational power of these networks.

11.2.3 Bayesian Networks

A Bayesian network over variables X is a pair (G,Θ), where

• G is a directed acyclic graph over variables X;

• Θ is a set of conditional probability tables (CPTs), one CPT ΘX|U for each
variable X and its parents U in G. The CPT ΘX|U maps each instantiation xu to
a probability θx|u such that

∑
x θx|u = 1.

We will refer to the probability θx|u as a parameter of the Bayesian network, and to
the set of CPTs Θ as a parametrization of the DAG G.

A Bayesian network over variables X specifies a unique probability distributions
over its variables, defined as follows [130]:

(11.3)Pr(x)
def=

∏
θx|u:xu∼x

θx|u,

where ∼ represents the compatibility relationship among variable instantiations;
hence, xu ∼ x means that instantiations xu and x agree on the values of their common
variables. In the Bayesian network of Fig. 11.1, Eq. (11.3) gives:

Pr(a, b, c, d, e) = θe|cθd|b,cθc|aθb|aθa,

where a, b, c, d, e are values of variables A,B,C,D,E, respectively.
The distribution given by Eq. (11.3) follows from a particular interpretation of the

structure and parameters of a Bayesian network (G,Θ). In particular:
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• Parameters: Each parameter θx|u is interpreted as the conditional probability
of x given u, Pr(x|u).

• Structure: Each variable X is assumed to be independent of its nondescendants
Z given its parents U: I (X, U, Z).2

The above interpretation is satisfied by a unique probability distribution, the one given
in Eq. (11.3).

11.2.4 Structured Representations of CPTs

The size of a CPT ΘX|U in a Bayesian network is exponential in the number of par-
ents U. In general, if every variable can take up to d values, and has at most k parents,
the size of any CPT is bounded by O(dk+1). Moreover, if we have n network vari-
ables, the total number of Bayesian network parameters is bounded by O(ndk+1).
This number is usually quite reasonable as long as the number of parents per vari-
able is relatively small. If number of parents U for variable X is large, the Bayesian
network representation looses its main advantage as a compact representation of prob-
ability distributions, unless one employs a more structured representation for network
parameters than CPTs.

The solutions to the problem of large CPTs fall in one of two categories. First,
we may assume that the parents U interact with their child X according to a spe-
cific model, which allows us to specify the CPT ΘX|U using a smaller number of
parameters (than exponential in the number of parents U). One of the most popular
examples of this approach is the noisy-or model of interaction and its generalizations
[130, 77, 161, 51]. In its simplest form, this model assumes that variables have binary
values true/false, that each parent U ∈ U being true is sufficient to make X true, except
if some exception αU materializes. By assuming that exceptions αU are independent,
one can induce the CPT ΘX|U using only the probabilities of these exceptions. Hence,
the CPT for X can be specified using a number of parameters which is linear in the
number of parents U, instead of being exponential in the number of these parents.

The second approach for dealing with large CPTs is to appeal to nontabular rep-
resentations of network parameters that exploit the local structure in network CPTs.
In broad terms, local structure refers to the existence of nonsystematic redundancy
in the probabilities appearing in a CPT. Local structure typically occurs in the form
of determinism, where the CPT parameters take extreme values (0, 1). Another form
of local structure is context-specific independence (CSI) [15], where the distribution
for X can sometimes be determined by only a subset of its parents U. Rules [136, 134]
and decision trees (and graphs) [61, 80] are among the more common structured rep-
resentations of CPTs.

11.2.5 Reasoning about Independence

We have seen earlier how the structure of a Bayesian network is interpreted as declar-
ing a number of independence statements. We have also seen how probabilistic inde-
pendence satisfies the graphoid axioms. When applying these axioms to the indepen-
dencies declared by a Bayesian network structure, one can derive new independencies.

2A variable Z is a nondescendant of X if Z /∈ XU and there is no directed path from X to Z.
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In fact, any independence statement derived this way can be read off the Bayesian
network structure using a graphical criterion known as d-separation [166, 35, 64]. In
particular, we say that variables X are d-separated from variables Y by variables Z if
every (undirected) path from a node in X to a node in Y is blocked by Z. A path is
blocked by Z if it has a sequential or divergent node in Z, or if it has a convergent
node that is not in Z nor any of its descendants are in Z. Whether a node Z ∈ Z is se-
quential, divergent, or convergent depends on the way it appears on the path: → Z →
is sequential, ← Z → is divergent, and → Z ← is convergent. There are a number of
important facts about the d-separation test. First, it can be implemented in polynomial
time. Second, it is sound and complete with respect to the graphoid axioms. That is, X
and Y are d-separated by Z in DAG G if and only if the graphoid axioms can be used
to show that X and Y are independent given Z.

There are secondary structures that one can build from a Bayesian network which
can also be used to derive independence statements that hold in the distribution in-
duced by the network. In particular, the moral graph Gm of a Bayesian network is an
undirected graph obtained by adding an undirected edge between any two nodes that
share a common child in DAG G, and then dropping the directionality of edges. If
variables X and Y are separated by variables Z in moral graph Gm, we also have that
X and Y are independent given Z in any distribution induced by the corresponding
Bayesian network.

Another secondary structure that can be used to derive independence statements for
a Bayesian network is the jointree [109]. This is a tree of clusters, where each cluster
is a set of variables in the Bayesian network, with two conditions. First, every family
(a node and its parents) in the Bayesian network must appear in some cluster. Second,
if a variable appears in two clusters, it must also appear in every cluster on the path
between them; see Fig. 11.4. Given a jointree for a Bayesian network (G,Θ), any two
clusters are independent given any cluster on the path connecting them [130]. One can
usually build multiple jointrees for a given Bayesian network, each revealing different
types of independence information. In general, the smaller the clusters of a jointree,
the more independence information it reveals. Jointrees play an important role in exact
inference algorithms as we shall discuss later.

11.2.6 Dynamic Bayesian Networks

The dynamic Bayesian network (DBN) is a Bayesian network with a particular struc-
ture that deserves special attention [44, 119]. In particular, in a DBN, nodes are
partitioned into slices, 0, 1, . . . , t , corresponding to different time points. Each slice
has the same set of nodes and the same set of inter-slice edges, except possibly for
the first slice which may have different edges. Moreover, intra-slice edges can only
cross from nodes in slice t to nodes in a following slice t + 1. Because of their recur-
rent structure, DBNs are usually specified using two slices only for t and t + 1; see
Fig. 11.2.

By restricting the structure of a DBN further at each time slice, one obtains more
specialized types of networks, some of which are common enough to be studied
outside the framework of Bayesian networks. Fig. 11.3 depicts one such restriction,
known as a Hidden Markov Model [160]. Here, variables Si typically represent un-
observable states of a dynamic system, and variables Oi represent observable sensors
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Figure 11.2: Two Bayesian network structures for a digital circuit. The one on the right is a DBN, repre-
senting the state of the circuit at two times steps. Here, variables A, . . . , E represent the state of wires in
the circuit, while variables X,Y, Z represent the health of corresponding gates.

Figure 11.3: A Bayesian network structure corresponding to a Hidden Markov Model.

that may provide information on the corresponding system state. HMMs are usually
studied as a special purpose model, and are equipped with three algorithms, known as
the forward–backward, Viterbi and Baum–Welch algorithms (see [138] for a descrip-
tion of these algorithms and example applications of HMMs). These are all special
cases of Bayesian network algorithms that we discuss in later sections.

Given the recurrent and potentially unbounded structure of DBNs (their size grows
with time), they present particular challenges and also special opportunities for in-
ference algorithms. They also admit a more refined class of queries than general
Bayesian networks. Hence, it is not uncommon to use specialized inference algorithms
for DBNs, instead of applying general purpose algorithms that one may use for arbi-
trary Bayesian networks. We will see examples of such algorithms in the following
sections.

11.3 Exact Inference

Given a Bayesian (G,Θ) over variables X, which induces a probability distribution
Pr, one can pose a number of fundamental queries with respect to the distribution Pr:

• Most Probable Explanation (MPE): What’s the most likely instantiation of net-
work variables X, given some evidence e?

MPE(e) = argmax
x

Pr(x, e).
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• Probability of Evidence (PR): What’s the probability of evidence e, Pr(e)? Re-
lated to this query is Posterior Marginals: What’s the conditional probability
Pr(X|e) for every variable X in the network3?

• Maximum a Posteriori Hypothesis (MAP): What’s the most likely instantiation
of some network variables M, given some evidence e?

MAP(e, M) = argmax
m

Pr(m, e).

These problems are all difficult. In particular, the decision version of MPE, PR, and
MAP, are known to be NP-complete, PP-complete and NPPP-complete, respectively
[32, 158, 145, 123]. We will discuss exact algorithms for answering these queries
in this section, and then discuss approximate algorithms in Section 11.4. We start
in Section 11.3.1 with a class of algorithms known as structure-based as their com-
plexity is only a function of the network topology. We then discuss in Section 11.3.2
refinements of these algorithms that can exploit local structure in network parameters,
leading to a complexity which is both a function of network topology and parame-
ters. Section 11.3.3 discusses a class of algorithms based on search, specialized for
MAP and MPE problems. Section 11.3.4 discusses an orthogonal class of methods for
compiling Bayesian networks, and Section 11.3.5 discusses the technique of reducing
exact probabilistic reasoning to logical inference.

It should noted here that by evidence, we mean a variable instantiation e of some
network variables E. In general, one can define evidence as an arbitrary event α, yet
most of the algorithms we shall discuss assume the more specific interpretation of ev-
idence. These algorithms can be extended to handle more general notions of evidence
as discussed in Section 11.3.6, which discusses a variety of additional extensions to
inference algorithms.

11.3.1 Structure-Based Algorithms

When discussing inference algorithms, it is quite helpful to view the distribution in-
duced by a Bayesian network as a product of factors, where a factor f (X) is simply a
mapping from instantiations x of variables X to real numbers. Hence, each CPT ΘX|U
of a Bayesian network is a factor over variables XU; see Fig. 11.1. The product of two
factors f (X) and f (Y) is another factor over variables Z = X ∪ Y: f (z) = f (x)f (y)

where z ∼ x and z ∼ y.4 The distribution induced by a Bayesian network (G,Θ)

can then be expressed as a product of its CPTs (factors) and the inference problem in
Bayesian networks can then be formulated as follows. We are given a function f (X)

(i.e., probability distribution) expressed as a product of factors f1(X1), . . . , fn(Xn)

and our goal is to answer questions about the function f (X) without necessarily com-
puting the explicit product of these factors.

We will next describe three computational paradigms for exact inference in
Bayesian networks, which share the same computational guarantees. In particular, all
methods can solve the PR and MPE problems in time and space which is exponential

3From a complexity viewpoint, all posterior marginals can be computed using a number of PR queries
that is linear in the number of network variables.

4Recall, that ∼ represents the compatibility relation among variable instantiations.
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only in the network treewidth [8, 144]. Moreover, all can solve the MAP problem ex-
ponential only in the network constrained treewidth [123]. Treewidth (and constrained
treewidth) are functions of the network topology, measuring the extent to which a net-
work resembles a tree. A more formal definition will be given later.

Inference by variable elimination

The first inference paradigm we shall discuss is based on the influential concept
of variable elimination [153, 181, 45]. Given a function f (X) in factored form,∏n

i=1 fi(Xi ), and some corresponding query, the method will eliminate a variable
X from this function to produce another function f ′(X − X), while ensuring that the
new function is as good as the old function as far as answering the query of interest.
The idea is then to keep eliminating variables one at a time, until we can extract the
answer we want from the result. The key insight here is that when eliminating a vari-
able, we will only need to multiply factors that mention the eliminated variable. The
order in which variables are eliminated is therefore important as far as complexity is
concerned, as it dictates the extent to which the function can be kept in factored form.

The specific method for eliminating a variable depends on the query at hand. In
particular, if the goal is to solve PR, then we eliminate variables by summing them
out. If we are solving the MPE problem, we eliminate variables by maxing them out.
If we are solving MAP, we will have to perform both types of elimination. To sum out
a variable X from factor f (X) is to produce another factor over variables Y = X − X,
denoted

∑
X f , where (

∑
X f )(y) = ∑

x f (y, x). To max out variable X is similar:
(maxX f )(y) = maxx f (y, x). Note that summing out variables is commutative and
so is maxing out variables. However, summing out and maxing out do not commute.
For a Bayesian network (G,Θ) over variables X, map variables M, and some evidence
e, inference by variable elimination is then a process of evaluating the following ex-
pressions:

• MPE: maxX
∏

X ΘX|UλX.

• PR:
∑

X
∏

X ΘX|UλX.

• MAP: maxM
∑

X−M
∏

X ΘX|UλX.

Here, λX is a factor over variable X, called an evidence indicator, used to capture
evidence e: λX(x) = 1 if x is consistent with evidence e and λX(x) = 0 otherwise.
Evaluating the above expressions leads to computing the probability of MPE, the prob-
ability of evidence, and the probability of MAP, respectively. Some extra bookkeeping
allows one to recover the identity of MPE and MAP [130, 45].

As mentioned earlier, the order in which variables are eliminated is critical for
the complexity of variable elimination algorithms. In fact, one can define the width
of an elimination order as one smaller than the size of the largest factor constructed
during the elimination process, where the size of a factor is the number of variables
over which it is defined. One can then show that variable elimination has a complexity
which is exponential only in the width of used elimination order. In fact, the treewidth
of a Bayesian network can be defined as the width of its best elimination order. Hence,
the time and space complexity of variable elimination is bounded by O(n exp(w)),
where n is the number of network variables (also number of initial factors), and w is
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Figure 11.4: A Bayesian network (left) and a corresponding jointree (right), with the network factors and
evidence indicators assigned to jointree clusters.

the width of used elimination order [45]. Note that w is lower bounded by the network
treewidth. Moreover, computing an optimal elimination order and network treewidth
are both known to be NP-hard [9].

Since summing out and maxing out do not commute, we must max out variables M
last when computing MAP. This means that not all variable orders are legitimate; only
those in which variables M come last are. The M-constrained treewidth of a Bayesian
network can then be defined as the width of its best elimination order having vari-
ables M last in the order. Solving MAP using variable elimination is then exponential
in the constrained treewidth [123].

Inference by tree clustering

Tree clustering is another algorithm for exact inference, which is also known as the
jointree algorithm [89, 105, 157]. There are different ways for deriving the jointree
algorithm, one of which treats the algorithm as a refined way of applying variable
elimination.

The idea is to organize the given set of factors into a tree structure, using a jointree
for the given Bayesian network. Fig. 11.4 depicts a Bayesian network, a corresponding
jointree, and assignment of the factors to the jointree clusters. We can then use the join-
tree structure to control the process of variable elimination as follows. We pick a leaf
cluster Ci (having a single neighbor Cj ) in the jointree and then eliminate variables
that appear in that cluster but in no other jointree cluster. Given the jointree properties,
these variables are nothing but Ci \Cj . Moreover, eliminating these variables requires
that we compute the product of all factors assigned to cluster Ci and then eliminate
Ci \ Cj from the resulting factor. The result of this elimination is usually viewed as
a message sent from cluster Ci to cluster Cj . By the time we eliminate every cluster
but one, we would have projected the factored function on the variables of that clus-
ter (called the root). The basic insight of the jointree algorithm is that by choosing
different roots, we can project the factored function on every cluster in the jointree.
Moreover, some of the work we do in performing the elimination process towards one
root (saved as messages) can be reused when eliminating towards another root. In fact,
the amount of work that can be reused is such that we can project the function f on
all clusters in the jointree with time and space bounded by O(n exp(w)), where n is
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the number of jointree clusters and w is the width of given jointree (size of its largest
cluster minus 1). This is indeed the main advantage of the jointree algorithm over the
basic variable elimination algorithm, which would need O(n2 exp(w)) time and space
to obtain the same result. Interesting enough, if a network has treewidth w, then it
must have a jointree whose largest cluster has size w + 1. In fact, every jointree for
the network must have some cluster of size � w + 1. Hence, another definition for the
treewidth of a Bayesian network is as the width of its best jointree (the one with the
smallest maximum cluster).5

The classical description of a jointree algorithm is as follows (e.g., [83]). We first
construct a jointree for the given Bayesian network; assign each network CPT ΘX|U to
a cluster that contains XU; and then assign each evidence indicator λX to a cluster that
contains X. Fig. 11.4 provides an example of this process. Given evidence e, a jointree
algorithm starts by setting evidence indicators according to given evidence. A cluster
is then selected as the root and message propagation proceeds in two phases, inward
and outward. In the inward phase, messages are passed toward the root. In the outward
phase, messages are passed away from the root. The inward phase is also known as the
collect or pull phase, and the outward phase is known as the distribute or push phase.
Cluster i sends a message to cluster j only when it has received messages from all
its other neighbors k. A message from cluster i to cluster j is a factor Mij defined as
follows:

Mi,j =
∑

Ci\Cj

Φi

∏
k �=j

Mk,i ,

where Φi is the product of factors and evidence indicators assigned to cluster i. Once
message propagation is finished, we have the following for each cluster i in the join-
tree:

Pr(Ci , e) = Φi

∏
k

Mk,i .

Hence, we can compute the joint marginal for any subset of variables that is included
in a cluster.

The above description corresponds to a version of the jointree algorithm known as
the Shenoy–Shafer architecture [157]. Another popular version of the algorithm is the
Hugin architecture [89]. The two versions differ in their space and time complexity
on arbitrary jointrees [106]. The jointree algorithm is quite versatile allowing even
more architectures (e.g., [122]), more complex types of queries (e.g., [91, 143, 34]),
including MAP and MPE, and a framework for time space tradeoffs [47].

Inference by conditioning

A third class of exact inference algorithms is based on the concept of conditioning
[129, 130, 39, 81, 162, 152, 37, 52]. The key concept here is that if we know the
value of a variable X in a Bayesian network, then we can remove edges outgoing
from X, modify the CPTs for children of X, and then perform inference equivalently
on the simplified network. If the value of variable X is not known, we can still ex-
ploit this idea by doing a case analysis on variable X, hence, instead of computing

5Jointrees correspond to tree-decompositions [144] in the graph theoretic literature.
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Pr(e), we compute
∑

x Pr(e, x). This idea of conditioning can be exploited in different
ways. The first exploitation of this idea was in the context of loop-cutset conditioning
[129, 130, 11]. A loop-cutset for a Bayesian network is a set of variables C such that
removing edges outgoing from C will render the network a polytree: one in which
we have a single (undirected) path between any two nodes. Inference on polytree net-
works can indeed be performed in time and space linear in their size [129]. Hence,
by using the concept of conditioning, performing case analysis on a loop-cutset C,
one can reduce the query Pr(e) into a set of queries

∑
c Pr(e, c), each of which can be

answered in linear time and space using the polytree algorithm.
This algorithm has linear space complexity as one needs to only save modest in-

formation across the different cases. This is a very attractive feature compared to
algorithms based on elimination. The bottleneck for loop-cutset conditioning, how-
ever, is the size of cutset C since the time complexity of the algorithm is exponential
in this set. One can indeed construct networks which have a bounded treewidth, lead-
ing to linear time complexity by elimination algorithms, yet an unbounded loop-cutset.
A number of improvements have been proposed on loop-cutset conditioning (e.g., [39,
81, 162, 152, 37, 52]), yet only recursive conditioning [39] and its variants [10, 46]
have a treewidth-based complexity similar to elimination algorithms.

The basic idea behind recursive conditioning is to identify a cutset C that is not
necessarily a loop-cutset, but that can decompose a network N in two (or more) sub-
networks, say, N l

c and N r
c with corresponding distributions Prlc and Prrc for each

instantiation c of cutset C. In this case, we can write

Pr(e) =
∑

c

Pr(e, c) =
∑

c

Prlc(e
l , cl )Prrc(e

r , cr ),

where el/cl and er/cr are parts of evidence/cutset pertaining to networks N l and N r ,
respectively. The subqueries Prlc(e

l , cl ) and Prrc(e
r , cr ) can then be solved using the

same technique, recursively, by finding cutsets for the corresponding subnetworks N l
c

and N r
c. This algorithm is typically driven by a structure known as a dtree, which is

a binary tree with its leaves corresponding to the network CPTs. Each dtree provides
a complete recursive decomposition over the corresponding network, with a cutset for
each level of the decomposition [39].

Given a dtree where each internal node T has children T l and T r , and each leaf
node has a CPT associated with it, recursive conditioning can then compute the prob-
ability of evidence e as follows:

rc(T , e) =
{∑

c rc(T l, ec)rc(T r , ec), T is an internal node with cutset C;∑
ux∼e θx|u, T is a leaf node with CPT ΘX|U.

Note that similar to loop-cutset conditioning, the above algorithm also has a linear
space complexity which is better than the space complexity of elimination algorithms.
Moreover, if the Bayesian network has treewidth w, there is then a dtree which is
both balanced and has cutsets whose sizes are bounded by w + 1. This means that the
above algorithm can run in O(n exp(w log n)) time and O(n) space. This is worse than
the time complexity of elimination algorithms, due to the log n factor, where n is the
number of network nodes.
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A careful analysis of the above algorithm, however, reveals that it may make iden-
tical recursive calls in different parts of the recursion tree. By caching the value of a
recursive call rc(T , .), one can avoid evaluating the same recursive call multiple times.
In fact, if a network has a treewidth w, one can always construct a dtree on which
caching will reduce the running time from O(n exp(w log n)) to O(n exp(w)), while
bounding the space complexity by O(n exp(w)), which is identical to the complex-
ity of elimination algorithms. In principle, one can cache as many results as available
memory would allow, leading to a framework for trading off time and space [3], where
space complexity ranges from O(n) to O(n exp(w)), and time complexity ranges from
O(n exp(w log n)) to O(n exp(w)). Recursive conditioning can also be used to com-
pute multiple marginals [4], in addition to MAP and MPE queries [38], within the
same complexity discussed above.

We note here that the quality of a variable elimination order, a jointree and a dtree
can all be measured in terms of the notion of width, which is lower bounded by the
network treewidth. Moreover, the complexity of algorithms based on these structures
are all exponential only in the width of used structure. Polynomial time algorithms ex-
ists for converting between any of these structures, while preserving the corresponding
width, showing the equivalence of these methods with regards to their computational
complexity in terms of treewidth [42].

11.3.2 Inference with Local (Parametric) Structure

The computational complexity bounds given for elimination, clustering and condi-
tioning algorithms are based on the network topology, as captured by the notions
of treewidth and constrained treewidth. There are two interesting aspects of these
complexity bounds. First, they are independent of the particular parameters used to
quantify Bayesian networks. Second, they are both best-case and worst-case bounds
for the specific statements given for elimination and conditioning algorithms.

Given these results, only networks with reasonable treewidth are accessible to
these structure-based algorithms. One can provide refinements of both elimina-
tion/clustering and conditioning algorithms, however, that exploit the parametric struc-
ture of a Bayesian network, allowing them to solve some networks whose treewidth
can be quite large.

For elimination algorithms, the key is to adopt nontabular representations of
factors as initially suggested by [182] and developed further by other works (e.g.,
[134, 50, 80, 120]). Recall that a factor f (X) over variables X is a mapping from in-
stantiations x of variables X to real numbers. The standard statements of elimination
algorithms assume that a factor f (X) is represented by a table that has one row of
each instantiation x. Hence, the size of factor f (X) is always exponential in the num-
ber of variables in X. This also dictates the complexity of factor operations, including
multiplication, summation and maximization. In the presence of parametric structure,
one can afford to use more structured representations of factors that need not be ex-
ponential in the variables over which they are defined. In fact, one can use any factor
representation as long as they provide corresponding implementations of the factor
operations of multiplication, summing out, and maxing out, which are used in the con-
text of elimination algorithms. One of the more effective structured representations of
factors is the algebraic decision diagram (ADD) [139, 80], which provides efficient
implementations of these operations.
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In the context of conditioning algorithms, local structure can be exploited at mul-
tiple levels. First, when considering the cases c of a cutset C, one can skip a case
c if it is logically inconsistent with the logical constraints implied by the network
parameters. This inconsistency can be detected by some efficient logic propagation
techniques that run in the background of conditioning algorithms [2]. Second, one
does not always need to instantiate all cutset variables before a network is discon-
nected or converted into a polytree, as some partial cutset instantiations may have the
same effect if we have context-specific independence [15, 25]. Third, local structure
in the form of equal network parameters within the same CPT will reduce the num-
ber of distinct subproblems that need to be solved by recursive conditioning, allowing
caching to be much more effective [25]. Considering various experimental results re-
ported in recent years, it appears that conditioning algorithms have been more effective
in exploiting local structure, especially determinism, as compared to algorithms based
on variable eliminating (and, hence, clustering).

Network preprocessing can also be quite effective in the presence of local struc-
ture, especially determinism, and is orthogonal to the algorithms used afterwards. For
example, preprocessing has proven quite effective and critical for networks corre-
sponding to genetic linkage analysis, allowing exact inference on networks with very
high treewidth [2, 54, 55, 49]. A fundamental form of preprocessing is CPT decom-
position, in which one decomposes a CPT with local structure (e.g., [73]) into a series
of CPTs by introducing auxiliary variables [53, 167]. This decomposition can reduce
the treewidth of given network, allowing inference to be performed much more ef-
ficiently. The problem of finding an optimal CPT decomposition corresponds to the
problem of determining tensor rank [150], which is NP-hard [82]. Closed form solu-
tions are known, however, for CPTs with a particular local structure [150].

11.3.3 Solving MAP and MPE by Search

MAP and MPE queries are conceptually different from PR queries as they correspond
to optimization problems whose outcome is a variable instantiation instead of a prob-
ability. These queries admit a very effective class of algorithms based on branch and
bound search. For MPE, the search tree includes a leaf for each instantiation x of
nonevidence variables X, whose probability can be computed quite efficiently given
Eq. (11.3). Hence, the key to the success of these search algorithms is the use of
evaluation functions that can be applied to internal nodes in the search tree, which
correspond to partial variable instantiations i, to upper bound the probability of any
completion x of instantiation i. Using such an evaluation function, one can possibly
prune part of the search space, therefore, solving MPE without necessarily examining
the space of all variable instantiations. The most successful evaluation functions are
based on relaxations of the variable elimination algorithm, allowing one to eliminate a
variable without necessarily multiplying all factors that include the variable [95, 110].
These relaxations lead to a spectrum of evaluation functions, that can trade accuracy
with efficiency.

A similar idea can be applied to solving MAP, with a notable distinction. In MAP,
the search tree will be over the space of instantiations of a subset M of network vari-
ables. Moreover, each leaf node in the search tree will correspond to an instantiation m
in this case. Computing the probability of a partial instantiation m requires a PR query
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A θA

true 0.5
false 0.5

A B θB|A
true true 1
true false 0
false true 0
false false 1

A C θC|A
true true 0.8
true false 0.2
false true 0.2
false false 0.8

Figure 11.5: A Bayesian network.

though, which itself can be exponential in the network treewidth. Therefore, the suc-
cess of search-based algorithms for MAP depends on both the efficient evaluation of
leaf nodes in the search tree, and on evaluation functions for computing upper bounds
on the completion of partial variable instantiations [123, 121]. The most successful
evaluation function for MAP is based on a relaxation of the variable elimination algo-
rithm for computing MAP, allowing one to use any variable order instead of insisting
on a constrained variable order [121].

11.3.4 Compiling Bayesian Networks

The probability distribution induced by a Bayesian network can be compiled into an
arithmetic circuit, allowing various probabilistic queries to be answered in time linear
in the compiled circuit size [41]. The compilation time can be amortized over many
online queries, which can lead to extremely efficient online inference [25, 27]. Com-
piling Bayesian networks is especially effective in the presence of local structure, as
the exploitation of local structure tends to incur some overhead that may not be justi-
fiable in the context of standard algorithms when the local structure is not excessive.
In the context of compilation, this overhead is incurred only once in the offline com-
pilation phase.

To expose the semantics of this compilation process, we first observe that the prob-
ability distribution induced by a Bayesian network, as given by Eq. (11.3), can be
expressed in a more general form:

(11.4)f =
∑

x

∏
λx :x ∼ x

λx

∏
θx|u:xu ∼ x

θx|u,

where λx is called an evidence indicator variable (we have one indicator λx for each
variable X and value x). This form is known as the network polynomial and represents
the distribution as follows. Given any evidence e, let f (e) denotes the value of poly-
nomial f with each indicator variable λx set to 1 if x is consistent with evidence e and
set to 0 otherwise. It then follows that f (e) is the probability of evidence e. Following
is the polynomial for the network in Fig. 11.5:

f = λaλbλcθaθb|aθc|a + λaλbλc̄θaθb|aθc̄|a + · · · λāλb̄λc̄θāθb̄|āθc̄|ā .
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Figure 11.6: Two circuits for the Bayesian network in Fig. 11.5.

The network polynomial has an exponential number of terms, but can be factored
and represented more compactly using an arithmetic circuit, which is a rooted, directed
acyclic graph whose leaf nodes are labeled with evidence indicators and network pa-
rameters, and internal nodes are labeled with multiplication and addition operations.
The size of an arithmetic circuit is measured by the number of edges that it contains.
Fig. 11.6 depicts an arithmetic circuit for the above network polynomial. This arith-
metic circuit is therefore a compilation of corresponding Bayesian network as it can
be used to compute the probability of any evidence e by evaluating the circuit while
setting the indicators to 1/0 depending on their consistency with evidence e. In fact,
the partial derivatives of this circuit with respect to indicators λx and parameters θx|u
can all be computed in a single second pass on the circuit. Moreover, the values of
these derivatives can be used to immediately answer various probabilistic queries, in-
cluding the marginals over networks variables and families [41]. Hence, for a given
evidence, one can compute the probability of evidence and posterior marginals on all
network variables and families in two passes on the arithmetic circuit.

One can compile a Bayesian network using exact algorithms based on elimination
[26] or conditioning [25], by replacing their addition and multiplication operations
by corresponding operations for building the circuit. In fact, for jointree algorithms,
the arithmetic circuit can be generated directly from the jointree structure [124]. One
can also generate these compilations by reducing the problem to logical inference
as discussed in the following section. If structure-based versions of elimination and
conditioning algorithms are used to compile Bayesian networks, the size of compiled
arithmetic circuits will be exponential in the network treewidth in the best case. If
one uses versions that exploit parametric structure, the resulting compilation may not
be lower bounded by treewidth [25, 27]. Fig. 11.6 depicts two arithmetic circuits for
the same network, the one on the right taking advantage of network parameters and
is therefore smaller than the one on the left, which is valid for any value of network
parameters.

11.3.5 Inference by Reduction to Logic

One of the more effective approaches for exact probabilistic inference in the presence
of local structure, especially determinism, is based on reducing the problem to one of
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A ΘA

a1 0.1
a2 0.9

A B ΘB|A
a1 b1 0.1
a1 b2 0.9
a2 b1 0.2
a2 b2 0.8

A C ΘC|A
a1 c1 0.1
a1 c2 0.9
a2 c1 0.2
a2 c2 0.8

Figure 11.7: The CPTs of Bayesian network with two edges A → B and A → C.

logical inference. The key technique is to encode the Bayesian network as a proposi-
tional theory in conjunctive normal form (CNF) and then apply algorithms for model
counting [147] or knowledge compilation to the resulting CNF [40]. The encoding can
be done in multiple ways [40, 147], yet we focus on one particular encoding [40] in
this section to illustrate the reduction technique.

We will now discuss the CNF encoding for the Bayesian network in Fig. 11.7. We
first define the CNF variables which are in one-to-one correspondence with evidence
indicators and network parameters as defined in Section 11.3.4, but treated as propo-
sitional variables in this case. The CNF � is then obtained by processing network
variables and CPTs, writing corresponding clauses as follows:

Variable A: λa1 ∨ λa2 ¬λa1 ∨ ¬λa2

Variable B: λb1 ∨ λb2 ¬λb1 ∨ ¬λb2

Variable C: λc1 ∨ λc2 ¬λc1 ∨ ¬λc2

CPT for A: λa1 ⇔ θa1

CPT for B: λa1 ∧ λb1 ⇔ θb1|a1 λa1 ∧ λb2 ⇔ θb2|a1

λa2 ∧ λb1 ⇔ θb1|a2 λa2 ∧ λb2 ⇔ θb2|a2

CPT for C: λa1 ∧ λc1 ⇔ θc1|a1 λa1 ∧ λc2 ⇔ θc2|a1

λa2 ∧ λc1 ⇔ θc1|a2 λa2 ∧ λc2 ⇔ θc2|a2

The clauses for variables are simply asserting that exactly one evidence indicator must
be true. The clauses for CPTs are establishing an equivalence between each network
parameter and its corresponding indicators. This resulting CNF has two important
properties. First, its size is linear in the network size. Second, its models are in one-to-
one correspondence with the instantiations of network variables. Table 11.2 illustrates
the variable instantiations and corresponding CNF models for the previous example.

We can now either apply a model counter to the CNF queries [147], or compile the
CNF to obtain an arithmetic circuit for the Bayesian network [40]. If we want to apply
a model counter to the CNF, we must first assign weights to the CNF variables (hence,
we will be performing weighted model counting). All literals of the form λx , ¬λx and
¬θx|u get weight 1, while literals of the form θx|u get a weight equal to the value of
parameter θx|u as defined by the Bayesian network; see Table 11.2. To compute the
probability of any event α, all we need to do then is computed the weighted model
count of � ∧ α.

This reduction of probabilistic inference to logical inference is currently the most
effective technique for exploiting certain types of parametric structure, including de-
terminism and parameter equality. It also provides a very effective framework for
exploiting evidence computationally and for accommodating general types evidence
[25, 24, 147, 27].
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Table 11.2. Illustrating the models and corresponding weights of a CNF encod-
ing a Bayesian network

Network
instantiation

CNF
model

ωi sets these CNF vars to
true and all others to false

Model weight

a1b1c1 ω0 λa1λb1λc1θa1θb1|a1θc1|a1 0.1 · 0.1 · 0.1 = 0.001
a1b1c2 ω1 λa1λb1λc2θa1θb1|a1θc2|a1 0.1 · 0.1 · 0.9 = 0.009
a1b2c1 ω2 λa1λb2λc1θa1θb2|a1θc1|a1 0.1 · 0.9 · 0.1 = 0.009
a1b2c2 ω3 λa1λb2λc2θa1θb2|a1θc2|a1 0.1 · 0.9 · 0.9 = 0.081
a2b1c1 ω4 λa2λb1λc1θa2θb1|a1θc1|a2 0.9 · 0.2 · 0.2 = 0.036
a2b1c2 ω5 λa2λb1λc2θa2θb1|a1θc2|a2 0.9 · 0.2 · 0.8 = 0.144
a2b2c1 ω6 λa2λb2λc1θa2θb2|a1θc1|a2 0.9 · 0.8 · 0.2 = 0.144
a2b2c2 ω7 λa2λb2λc2θa2θb2|a1θc2|a2 0.9 · 0.8 · 0.8 = 0.576

11.3.6 Additional Inference Techniques

We discuss in this section some additional inference techniques which can be crucial
in certain circumstances.

First, all of the methods discussed earlier are immediately applicable to DBNs.
However, the specific, recurrent structure of these networks calls for some special
attention. For example, PR queries can be further refined depending on the location
of evidence and query variables within the network structure, leading to specialized
queries, such as monitoring. Here, the evidence is restricted to network slices t = 0,

. . . , t = i and the query variables are restricted to slice t = i. In such a case, and by
using restricted elimination orders, one can perform inference in space which is better
than linear in the network size [13, 97, 12]. This is important for DBNs as a linear
space complexity can be unpractical if we have too many slices.

Second, depending on the given evidence and query variables, a network can po-
tentially be pruned before inference is performed. In particular, one can always remove
edges outgoing from evidence variables [156]. One can also remove leaf nodes in the
network as long as they do not correspond to evidence or query variables [155]. This
process of node removal can be repeated, possibly simplifying the network structure
considerably. More sophisticated pruning techniques are also possible [107].

Third, we have so far considered only simple evidence corresponding to the instan-
tiation e of some variables E. If evidence corresponds to a general event α, we can add
an auxiliary node Xα to the network, making it a child of all variables U appearing
in α, setting the CPT ΘXα |U based on α, and asserting evidence on Xα [130]. A more
effective solution to this problem can be achieved in the context of approaches that
reduce the problem to logical inference. Here, we can simply add the event α to the
encoded CNF before we apply logical inference [147, 24]. Another type of evidence
we did not consider is soft evidence. This can be specified in two forms. We can declare
that the evidence changes the probability of some variable X from Pr(X) to Pr′(X).
Or we can assert that the new evidence on X changes its odds by a given factor k,
known as the Bayes factor: O′(X)/O(X) = k. Both types of evidence can be handled
by adding an auxiliary child Xe for node X, setting its CPT ΘXe|X depending on the
strength of soft evidence, and finally simulating the soft evidence by hard evidence on
Xe [130, 22].
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11.4 Approximate Inference

All exact inference algorithms we have discussed for PR have a complexity which is
exponential in the network treewidth. Approximate inference algorithms are generally
not sensitive to treewidth, however, and can be quite efficient regardless of the net-
work topology. The issue with these methods is related to the quality of answers the
compute, which for some algorithms is quite related to the amount of time budgeted
by the algorithm. We discuss two major classes of approximate inference algorithms
in this section. The first and more classical class is based on sampling. The second and
more recent class of methods can be understood in terms of a reduction to optimization
problems. We note, however, that none of these algorithms offer general guarantees on
the quality of approximations they produce, which is not surprising since the problem
of approximating inference to any desired precision is known to be NP-hard [36].

11.4.1 Inference by Stochastic Sampling

Sampling from a probability distribution Pr(X) is a process of generating complete
instantiations x1, . . . , xn of variables X. A key property of a sampling process is its
consistency: generating samples x with a frequency that converges to their probabil-
ity Pr(x) as the number of samples approaches infinity. By generating such consistent
samples, one can approximate the probability of some event α, Pr(α), in terms of the
fractions of samples that satisfy α, P̂r(α). This approximated probability will then
converge to the true probability as the number of samples reaches infinity. Hence, the
precision of sampling methods will generally increase with the number of samples,
where the complexity of generating a sample is linear in the size of the network, and
is usually only weakly dependent on its topology.

Indeed, one can easily generate consistent samples from a distribution Pr that is
induced by a Bayesian network (G,Θ), using time that is linear in the network size to
generate each sample. This can be done by visiting the network nodes in topological
order, parents before children, choosing a value for each node X by sampling from the
distribution Pr(X|u) = ΘX|u, where u is the chosen values for X’s parents U. The key
question with sampling methods is therefore related to the speed of convergence (as
opposed to the speed of generating samples), which is usually affected by two major
factors: the query at hand (whether it has a low probability) and the specific network
parameters (whether they are extreme).

Consider, for example, approximating the query Pr(α|e) by approximating Pr(α, e)
and Pr(e) and then computing P̂r(α|e) = P̂r(α, e)/P̂r(e) according to the above sam-
pling method, known as logic sampling [76]. If the evidence e has a low probability,
the fraction of samples that satisfy e (and α, e for that matter) will be small, decreasing
exponentially in the number of variables instantiated by evidence e, and correspond-
ingly increasing the convergence time. The fundamental problem here is that we are
generating samples based on the original distribution Pr(X), where we ideally want to
generate samples based on the posterior distribution Pr(X|e), which can be shown to
be the optimal choice in a precise sense [28]. The problem, however, is that Pr(X|e)
is not readily available to sample from. Hence, more sophisticated approaches for
sampling attempt to sample from distributions that are meant to be close to Pr(X|e),
possibly changing the sampling distribution (also known as an importance function)
as the sampling process proceeds and more information is gained. This includes the
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methods of likelihood weighting [154, 63], self-importance sampling [154], heuristic
importance [154], adaptive importance sampling [28], and evidence pre-propagation
importance sampling (EPIS-BN) algorithm [179]. Likelihood weighing is perhaps the
simplest of these methods. It works by generating samples that are guaranteed to be
consistent with evidence e, by avoiding to sample values for variables E, always set-
ting them to e instead. It also assigns a weight of

∏
θe|u:eu∼x θe|u to each sample x.

Likelihood weighing will then use these weighted samples for approximating the prob-
abilities of events. The current state of the art for sampling in Bayesian networks is
probably the EPIS-BN algorithm, which estimates the optimal importance function
using belief propagation (see Section 11.4.2) and then proceeds with sampling.

Another class of sampling methods is based on Markov Chain Monte Carlo
(MCMC) simulation [23, 128]. Procedurally, samples in MCMC are generated by first
starting with a random sample x0 that is consistent with evidence e. A sample xi is
then generated based on sample xi−1 by choosing a new value of some nonevidence
variable X by sampling from the distribution Pr(X|xi − X). This means that sam-
ples xi and xi+1 will disagree on at most one variable. It also means that the sampling
distribution is potentially changed after each sample is generated. MCMC approxi-
mations will converge to the true probabilities if the network parameters are strictly
positive, yet the algorithm is known to suffer from convergence problems in case the
network parameters are extreme. Moreover, the sampling distribution of MCMC will
convergence to the optimal one if the network parameters satisfy some (ergodic) prop-
erties [178].

One specialized class of sampling methods, known as particle filtering, deserves
particular attention at it applies to DBNs [93]. In this class, one generates particles
instead of samples, where a particle is an instantiation of the variables at a given time
slice t . One starts by a set of n particles for the initial time slice t = 0, and then
moves forward generating particles xt for time t based on the particles xt−1 generated
for time t − 1. In particular, for each particle xt−1, we sample a particle xt based on
the distributions Pr(Xt |xt−1), in a fashion similar to logic sampling. The particles for
time t can then be used to approximate the probabilities of events corresponding to
that slice. As with other sampling algorithms, particle filtering needs to deal with the
problem of unlikely evidence, a problem that is more exaggerated in the context of
DBNs as the evidence pertaining to slices t > i is generally not available when we
generate particles for times t � i. One simple approach for addressing this problem is
to resample the particles for time t based on the extent to which they are compatible
with the evidence et at time t . In particular, we regenerate n particles for time t from
the original set based on the weight Pr(et |xt ) assigned to each particle xt . The family
of particle filtering algorithms include other proposals for addressing this problem.

11.4.2 Inference as Optimization

The second class of approximate inference algorithms for PR can be understood in
terms of reducing the problem of inference to one of optimization. This class includes
belief propagation (e.g., [130, 117, 56, 176]) and variational methods (e.g., [92, 85]).

Given a Bayesian network which induces a distribution Pr, variational methods
work by formulating approximate inference as an optimization problem. For example,
say we are interested in searching for an approximate distribution P̂r which is more
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well behaved computationally than Pr. In particular, if Pr is induced by a Bayesian
network N which has a high treewidth, then P̂r could possibly be induced by another
network ̂N which has a manageable treewidth. Typically, one starts by choosing the
structure of network ̂N to meet certain computational constraints and then search
for a parametrization of ̂N that minimizes the KL-divergence between the original
distribution Pr and the approximate one P̂r [100]:

KL
(
P̂r(.|e), Pr(.|e)) =

∑
w

P̂r(w|e) log
P̂r(w|e)
Pr(w|e) .

Ideally, we want parameters of network ̂N that minimize this KL-divergence, while
possibly satisfying additional constraints. Often, we can simply set to zero the par-
tial derivatives of KL(P̂r(.|e), Pr(.|e)) with respect to the parameters, and perform
an iterative search for parameters that solve the resulting system of equations. Note
that the KL-divergence is not symmetric. In fact, one would probably want to mini-
mize KL(Pr(.|e), P̂r(.|e)) instead, but this is not typically done due to computational
considerations (see [57, 114] for approaches using this divergence, based on local op-
timizations).

One of the simplest variational approaches is to choose a completely disconnected
network ̂N , leading to what is known as a mean-field approximation [72]. Other vari-
ational approaches typically assume a particular structure of the approximate model,
such as chains [67], trees [57, 114], disconnected subnetworks [149, 72, 175], or just
tractable substructures in general [173, 65]. These methods are typically phrased in
the more general setting of graphical models (which includes other representational
schemes, such as Markov Networks), but can typically be adapted to Bayesian net-
works as well. We should note here that the choice of approximate network ̂N

should at least permit one to evaluate the KL-divergence between ̂N and the orig-
inal network N efficiently. As mentioned earlier, such approaches seek minima of
the KL-divergence, but typically search for parameters where the partial derivatives
of the KL-divergence are zero, i.e., parameters that are stationary points of the KL-
divergence. In this sense, variational approaches can reduce the problem of inference
to one of optimization. Note that methods identifying stationary points, while con-
venient, only approximate the optimization problem since stationary points do not
necessarily represent minima of the KL-divergence, and even when they do, they do
not necessarily represent global minima.

Methods based on belief propagation [130, 117, 56] are similar in the sense that
they also can be understood as solving an optimization problem. However, this under-
standing is more recent and comes as an after fact of having discovered the first belief
propagation algorithm, known as loopy belief propagation or iterative belief propa-
gation (IBP). In IBP, the approximate distribution P̂r is assumed to have a particular
factored form:

(11.5)P̂r(X|e) =
∏
X∈X

P̂r(XU|e)∏
U∈U P̂r(U |e) ,

where U ∈ U are parents of the node X in the original Bayesian network N . This form
allows one to decompose the KL-divergence between the original and approximate
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distributions as follows:

KL
(
P̂r(.|e), Pr(.|e))

=
∑
xu

P̂r(xu|e) log
P̂r(xu|e)∏
u∼u P̂r(u|e) −

∑
xu

P̂r(xu|e) log θx|u + log Pr(e).

This decomposition of the KL-divergence has important properties. First, the term
Pr(e) does not depend on the approximate distribution and can be ignored in the
optimization process. Second, all other terms are expressed as a function of the ap-
proximate marginals P̂r(xu|e) and P̂r(u|e), in addition to the original network parame-
ters θx|u. In fact, IBP can be interpreted as searching for values of these approximate
marginals that correspond to stationary points of the KL-divergence: ones that set to
zero the partial derivatives of the divergence with respect to these marginals (under cer-
tain constraints). There is a key difference between the variational approaches based
on searching for parameters of approximate networks and those based on searching
for approximate marginals: The computed marginals may not actually correspond to
any particular distribution as the optimization problem solved does not include enough
constraints to ensure the global coherence of these marginals (only node marginals are
consistent, e.g., P̂r(x|e) = ∑

u P̂r(xu|e)).
The quality of approximations found by IBP depends on the extent to which the

original distribution can indeed be expressed as given in (11.5). If the original network
N has a polytree structure, the original distribution can be expressed as given in (11.5)
and the stationary point obtained by IBP corresponds to exact marginals. In fact, the
form given in (11.5) is not the only one that allows one to set up an optimization
problem as given above. In particular, any factored form that has the structure:

(11.6)P̂r(.|e) =
∏

C P̂r(C|e)∏
S P̂r(S|e) ,

where C and S are sets of variables, will permit a similar decomposition of the KL-
divergence in terms of marginals P̂r(C|e) and P̂r(S|e). This leads to a more general
framework for approximate inference, known as generalized belief propagation [176].
Note, however, that this more general optimization problem is exponential in the sizes
of sets C and S. In fact, any distribution induced by a Bayesian network N can be ex-
pressed in the above form, if the sets C and S correspond to the clusters and separators
of a jointree for network N [130]. In that case, the stationary point of the optimization
problem will correspond to exact marginals, yet the size of the optimization problem
will be at least exponential in the network treewidth. The form in (11.6) can there-
fore be viewed as allowing one to trade the complexity of approximate inference with
the quality of computed approximations, with IBP and jointree factorizations being
two extreme cases on this spectrum. Methods for exploring this spectrum include
joingraphs (which generalize jointrees) [1, 48], region graphs [176, 169, 170], and
partially ordered sets (or posets) [111], which are structured methods for generating
factorizations with interesting properties.

The above optimization perspective on belief propagation algorithms is only meant
to expose the semantics behind these methods. In general, belief propagation algo-
rithms do not set up an explicit optimization problem as discussed above. Instead,
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they operate by passing messages in a Bayesian network (as is done by IBP), a jo-
ingraph, or some other structure such as a region graph. For example, in a Bayesian
network, the message sent from a node X to its neighbor Y is based on the messages
that node X receives from its other neighbors Z �= Y . Messages are typically initial-
ized according to some fixed strategy, and then propagated according to some message
passing schedule. For example, one may update messages in parallel or sequentially
[168, 164]. Additional techniques are used to fine tune the propagation method, in-
cluding message dampening [117, 78]. When message propagation converges (if it
does), the computed marginals are known to correspond to stationary points of the
KL-divergence as discussed above [176, 79]. There are methods that seek to optimize
the divergence directly, but they may be slow to converge [180, 171, 94, 174].

Statistical physics happens to be the source of inspiration for many of these meth-
ods and perspectives. In particular, we can reformulate the optimization of the KL-
divergence in terms of optimizing a variational free energy that approximates a free
energy (e.g., in thermodynamics). The free energy approximation corresponding to
IBP and Eq. (11.5) is often referred to as the Bethe free energy [176]. Other free en-
ergy approximations in physics that improve on, or generalize, the Bethe free energy
have indeed lent themselves to generalizing belief propagation. Among them is the
Kikuchi free energy [177], which led to region-based free energy approximations for
generalized belief propagation algorithms [176].

11.5 Constructing Bayesian Networks

Bayesian networks can be constructed in a variety of methods. Traditionally, Bayesian
networks have been constructed by knowledge engineers in collaboration with do-
main experts, mostly in the domain of medical diagnosis. In more recent applications,
Bayesian networks are typically synthesized from high level specifications, or learned
from data. We will review each of these approaches in the following sections.

11.5.1 Knowledge Engineering

The construction of Bayesian networks using traditional knowledge engineering tech-
niques has been most prevalent in medical reasoning, which also constitute some of
the first significant applications of Bayesian networks to real-world problems. Some
of the notable examples in this regard include: The Quick Medical Reference (QMR)
model [113] which was later reformulated as a Bayesian network model [159] that
covers more than 600 diseases and 4000 symptoms; the CPCS-PM network [137, 125],
which simulates patient scenarios in the medical field of hepatobiliary disease; and the
MUNIN model for diagnosing neuromuscular disorders from data acquired by elec-
tromyographic (EMG) examinations [7, 5, 6], which covers 8 nerves and 6 muscles.

The construction of Bayesian networks using traditional knowledge engineering
techniques has been recently made more effective through progress on the subject of
sensitivity analysis: a form of analysis which focuses on understanding the relationship
between local network parameters and global conclusions drawn from the network
[102, 18, 90, 98, 19–21]. These results have lead to the creation of efficient sensitivity
analysis tools which allow experts to assess the significance of network parameters,
and to easily isolate problematic parameters when obtaining counterintuitive results to
posed queries.
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11.5.2 High-Level Specifications

The manual construction of large Bayesian networks can be laborious and error-prone.
In many domains, however, these networks tend to exhibit regular and repetitive struc-
tures, with the regularities manifesting themselves both at the level of individual CPTs
and at the level of network structure. We have already seen in Section 11.2.4 how reg-
ularities in a CPT can reduce the specification of a large CPT to the specification of a
few parameters. A similar situation can arise in the specification of a whole Bayesian
network, allowing one to synthesize a large Bayesian network automatically from a
compact, high-level specification that encodes probabilistic dependencies among net-
work nodes, in addition to network parameters.

This general knowledge-based model construction paradigm [172] has given rise
to many concrete high-level specification frameworks, with a variety of representation
styles. All of these frameworks afford a certain degree of modularity, thus facilitat-
ing the adaptation of existing specifications to changing domains. A further benefit
of high-level specifications lies in the fact that the smaller number of parameters they
contain can often be learned from empirical data with higher accuracy than the larger
number of parameters found in the full Bayesian network [59, 96]. We next describe
some fundamental paradigms for high-level representation languages, where we dis-
tinguish between two main paradigms: template-based and programming-based. It
must be acknowledged, however, that this simple distinction is hardly adequate to
account for the whole variety of existing representation languages.

Template-based representations

The prototypical example of template-based representations is the dynamic Bayesian
network described in Section 11.2.6. In this case, one specifies a DBN having an ar-
bitrary number of slices using only two templates: one for the initial time slice, and
one for all subsequent slices. By further specifying the number of required slices t ,
a Bayesian network of arbitrary size can be compiled from the given templates and
temporal horizon t .

One can similarly specify other types of large Bayesian networks that are com-
posed of identical, recurring segments. In general, the template-based approach re-
quires two components for specifying a Bayesian network: a set of network templates
whose instantiation leads to network segments, and a specification of which segments
to generate and how to connect them together. Fig. 11.8 depicts three templates from
the domain of genetics, involving two classes of variables: genotypes (gt) and phe-
notypes (pt). Each template contains nodes of two kinds: nodes representing random
variables that are created by instantiating the template (solid circles, annotated with
CPTs), and nodes for input variables (dashed circles). Given these templates, to-
gether with a pedigree which enumerates particular individuals with their parental
relationships, one can then generate a concrete Bayesian network by instantiating one
genotype template and one phenotype template for each individual, and then con-
necting the resulting segments depending on the pedigree structure. The particular
genotype template instantiated for an individual will depend on whether the individual
is a founder (has no parents) in the pedigree.

The most basic type of template-based representations, such as the one in Fig. 11.8,
is quite rigid as all generated segments will have exactly the same structure. More
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gt (X)

AA Aa aa

0.49 0.42 0.09

gt(X)

gt(p1(X)) gt(p2(X)) AA Aa aa

AA AA 1.0 0.0 0.0
AA Aa 0.5 0.5 0.0
. . . . . . . . . . . . . . .
aa aa 0.0 0.0 1.0

pt(X)

gt (X) affected not affected

AA 0.0 1.0
Aa 0.0 1.0
aa 1.0 0.0

Figure 11.8: Templates for specifying a Bayesian network in the domain of genetics. The templates as-
sume three possible genotypes (AA, Aa, aa) and two possible phenotypes (affected, not affected).

sophisticated template-based representations add flexibility to the specification in var-
ious ways. Network fragments [103] allow nodes in a template to have an unspeci-
fied number of parents. The CPT for such nodes must then be specified by generic
rules. Object oriented Bayesian networks [99] introduce abstract classes of network
templates that are defined by their interface with other templates. Probabilistic re-
lational models enhance the template approach with elements of relational database
concepts [59, 66], by allowing one to define probabilities conditional on aggregates
of the values of an unspecified number of parents. For example, one might include
nodes life_expectancy(X) and age_at_death(X) into a template for individuals X, and
condition the distribution of life_expectancy(X) on the average value of the nodes
age_at_death(Y ) for all ancestors Y of X.

Programming-based representations

Frameworks in this group contain some of the earliest high-level representation lan-
guages. They use procedural or declarative specifications, which are not as directly
connected to graphical representations as template-based representations. Many are
based on logic programming languages [17, 132, 71, 118, 96]; others resemble func-
tional programming [86] or deductive database [69] languages. Compared to template-
based approaches, programming-based representations can sometimes allow more
modular and intuitive representations of high-level probabilistic knowledge. On the
other hand, the compilation of the Bayesian network from the high-level specification
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Table 11.3. A probabilistic Horn clause specification

alarm(X) ← burglary(X): 0.95
alarm(X) ← quake(Y ), lives_in(X, Y ): 0.8
call(X,Z) ← alarm(X), neighbor(X,Z): 0.7
call(X,Z) ← prankster(Z), neighbor(X,Z): 0.1
comb(alarm): noisy-or
comb(call): noisy-or

Table 11.4. CPT for ground atom alarm(Holmes)

burglary(Holmes) quake(LA) lives_in(Holmes, LA) quake(SF) lives_in(Holmes, SF) alarm(Holmes)

t t t t t 0.998
t t t t f 0.99
f t t f f 0.8
t f f f f 0.95
. . . . . . . . . . . . . . . . . .

is usually not as straightforward, and part of the semantics of the specification can be
hidden in the details of the compilation process.

Table 11.3 shows a basic version of a representation based on probabilistic Horn
clauses [71]. The logical atoms alarm(X), burglary(X), . . . represent generic ran-
dom variables. Ground instances of these atoms, e.g., alarm(Holmes), alarm(Watson),
become the actual nodes in the constructed Bayesian network. Each clause in the prob-
abilistic rule base is a partial specification of the CPT for (ground instances of) the
atom in the head of the clause. The second clause in Table 11.3, for example, stipulates
that alarm(X) depends on variables quake(Y ) and lives_in(X, Y ). The parameters as-
sociated with the clauses, together with the combination rules associated with each
relation determine how a full CPT is to be constructed for a ground atom. Table 11.4
depicts part of the CPT constructed for alarm(Holmes) when Table 11.3 is instanti-
ated over a domain containing an individual Holmes and two cities LA and SF. The
basic probabilistic Horn clause paradigm illustrated in Table 11.3 can be extended and
modified in many ways; see for example Context-sensitive probabilistic knowledge
bases [118] and Relational Bayesian networks [86].

Specifications such as the one in Table 11.3 need not necessarily be seen as high-
level specifications of Bayesian networks. Provided the representation language is
equipped with a well-defined probabilistic semantics that is not defined procedurally
in terms of the compilation process, such high-level specifications are also stand-alone
probabilistic knowledge representation languages. It is not surprising, therefore, that
some closely related representation languages have been developed which were not
intended as high-level Bayesian network specifications [148, 116, 135, 140].

Inference

Inference on Bayesian networks generated from high-level specifications can be per-
formed using standard inference algorithms discussed earlier. Note, however, that the
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Figure 11.9: A Bayesian network structure for medical diagnosis.

Table 11.5. A data set for learning the structure in Fig. 11.9

Case Cold? Flu? Tonsillitis? Chilling? Body ache? Sore throat? Fever?

1 true false ? true false false false
2 false true false true true false true
3 ? ? true false ? true false
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

generated networks can be very large and very connected (large treewidth), and there-
fore often pose particular challenges to inference algorithms. As an example, observe
that the size of the CPT for alarm(Holmes) in Table 11.4 grows exponentially in the
number of cities in the domain. Approximate inference techniques, as described in
Section 11.4, are therefore particularly important for Bayesian networks generated
from high-level specifications. One can also optimize some of these algorithms, such
as sampling methods, for Bayesian networks compiled from these specifications [126].
It should also be noted that such Bayesian networks can sometimes be rich with local
structure, allowing exact inference even when the network treewidth is quite high [27].

Exact inference algorithms that operate directly on high-level specifications have
also been investigated. Theoretical complexity results show that in the worst case one
cannot hope to obtain more efficient algorithms than standard exact inference on the
compiled network [87]. This does not, however, preclude the possibility that high-level
inference methods can be developed that are more efficient for particular applications
and particular queries [133, 43].

11.5.3 Learning Bayesian Networks

A Bayesian network over variables X1, . . . , Xn can be learned from a data set over
these variables, which is a table with each row representing a partial instantiation
of variables X1, . . . , Xn. Table 11.5 depicts an example data set for the network in
Fig. 11.9.

Each row in the above table represents a medical case of a particular patient, where
? indicates the unavailability of corresponding data for that patient. It is typically as-
sumed that when variables have missing values, one cannot conclude anything from



494 11. Bayesian Networks

that fact that the values are missing (e.g., a patient did not take an X-ray because the
X-ray happened to be unavailable that day) [108].

There are two orthogonal dimensions that define the process of learning a Bayesian
network from data: the task for which the Bayesian network will be used, and the
amount of information available to the learning process. The first dimension decides
the criteria by which we judge the quality of a learned network, that is, it decides
the objective function that the learning process will need to optimize. This dimension
calls for distinguishing between learning generative versus discriminative Bayesian
networks. To make this distinction more concrete, consider again the data set shown
in Table 11.5. A good generative Bayesian network is one that correctly models all
of the correlations among the variables. This model could be used to accurately an-
swer any query, such as the correlations between Chilling? and BodyAche?, as well as
whether a patient has Tonsilitis given any other (partial) description of that patient. On
the other hand, a discriminative Bayesian network is one that is intended to be used
only as a classifier: determining the value of one particular variable, called the class
variable, given the values of some other variables, called the attributes or features.
When learning a discriminative network, we will therefore optimize the classification
power of the learned network, without necessarily insisting on the global quality of
the distribution it induces. Hence, the answers that the network may generate for other
types of queries may not be meaningful. This section will focus on generative learning
of networks; for information on discriminative learning of networks, see [84, 70].

The second dimension calls for distinguishing between four cases:

1. Known network structure, complete data. Here, the goal is only to learn the
parameters Θ of a Bayesian network as the structure G is given as input to the
learning process. Moreover, the given data is complete in the sense that each
row in the data set provides a value for each network variable.

2. Known network structure, incomplete data. This is similar to the above case,
but some of the rows may not have values for some of the network variables;
see Table 11.5.

3. Unknown network structure, complete data. The goal here is to learn both the
network structure and parameters, from complete data.

4. Unknown network structure, incomplete data. This is similar to Case 3 above,
but where the data is incomplete.

In the following discussion, we will only consider the learning of Bayesian net-
works in which CPTs have tabular representations, but see [60] for results on learning
networks with structured CPT representations.

Learning network parameters

We will now consider the task of learning Bayesian networks whose structure is al-
ready known and then discuss the case of unknown structure. Suppose that we have a
complete data set D over variables X = X1, . . . , Xn. The first observation here is to
view this data set as defining a probability distribution P̂r over these variables, where
P̂r(x) = count(x,D)/|D| is simply the percentage of rows in D that contain the in-
stantiation x. Suppose now that we have a Bayesian network structure G and our goal
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is to learn the parameters Θ of this network given the data set D. This is done by
choosing parameters Θ so that the network (G,Θ) will induce a distribution PrΘ that
is as close to P̂r as possible, according to the KL-divergence. That is, the goal is to
minimize:

KL(P̂r, PrΘ) =
∑

x

P̂r(x) log
P̂r(x)

PrΘ(x)

=
∑

x

P̂r(x) log P̂r(x) −
∑

x

P̂r(x) log PrΘ(x).

Since the term
∑

x P̂r(x) log P̂r(x) does not depend on the choice of parameters Θ , this
corresponds to maximizing

∑
x P̂r(x) log PrΘ(x), which can be shown to equal6:

(11.7)g(Θ) =
∑

x

P̂r(x) log PrΘ(x) = 1

|D| log
∏
d∈D

PrΘ(d).

Note that parameters which maximize the above quantity will also maximize the prob-
ability of data,

∏
d∈D PrΘ(d) and are known as maximum likelihood parameters.

A number of observations are in order about this method of learning. First, there is
a unique set of parameters Θ = {θx|u} that satisfy the above property, defined as fol-
lows: θx|u = count(xu,D)/count(u,D) (e.g., see [115]). Second, this method may
have problems when the data set does not contain enough cases, leading possibly to
count(u,D) = 0 and a division by zero. This is usually handled by using (something
like) a Laplacian correction; using, say

(11.8)θx|u = 1 + count(x, u,D)

|X| + count(u,D)
,

where |X| is the number of values for variable X. We will refer to these parameters as
Θ̂(G,D) from now on.

When the data is incomplete, the situation is not as simple for a number of reasons.
First, we may have multiple sets of maximum likelihood parameters. Second, the two
most commonly used methods that search for such parameters are not optimal, and
both can be computationally intensive. Both methods are based on observing, from
Eq. (11.7), that we are trying to optimize a function g(Θ) of the network parame-
ters. The first method tries to optimize this function using standard gradient ascent
techniques [146]. That is, we first compute the gradient which happens to have the
following form:

(11.9)
∂g

∂θx|u
(Θ) =

∑
d∈D

PrΘ(xu|d)

θx|u
,

and then use it to drive a gradient ascent procedure that attempts to find a local maxima
of the function g. This method will start with some initial parameter Θ0, leading to
an initial Bayesian network (G,Θ0) with distribution Pr0

Θ . It will then use Eq. (11.9)
to compute the gradient ∂g/∂θx|u(Θ0), which is then used to find the next set of pa-
rameters Θ1, with corresponding network (G,Θ1) and distribution Pr1. The process

6We are treating a data set as a multi-set, which can include repeated elements.
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continues, computing a new set of parameters Θi based on the previous set Θi−1,
until some convergence criteria is satisfied. Standard techniques of gradient ascent
all are applicable in this case, including conjugate gradient, line search and random
restarts [14].

A more commonly used method in this case is the expectation maximization (EM)
algorithm [104, 112], which works as follows. The method starts with some initial
parameters Θ0, leading to an initial distribution Pr0

Θ . It then uses the distribution to
complete the data set D as follows. If d is a row in D for which some variable values
are missing, the algorithm will (conceptually) consider every completion d ′ of this
row and assign it a weight of Pr0

Θ(d ′|d). The algorithm will then pretend as if it had a
complete (but weighted) data set, and use the method for complete data to compute a
new set of parameters Θ1, leading to a new distribution Pr1

Θ . This process continues,
computing a new set of parameters Θi based on the previous set Θi−1, until some
convergence criteria is satisfied. This method has a number of interesting properties.
First, the value of parameters at iteration i have the following closed from:

θi
x|u =

∑
d∈D Pri−1

Θ (xu|d)∑
d∈D Pri−1

Θ (u|d)
,

which has the same complexity as the gradient ascent method (see Eq. (11.9)). Second,
the probability of the data set is guaranteed to never decrease after each iteration of
the method. There are many techniques to make this algorithm even more efficient;
see [112].

Learning network structure

We now turn to the problem of learning a network structure (as well as the associated
parameters), given complete data. As this task is NP-hard in general [30], the main
algorithms are iterative, starting with a single structure (perhaps the empty graph),
and incrementally modifying this structure, until reaching some termination condition.
There are two main classes of algorithms, score-based and independence-based.

As the name suggests, the algorithms based on independence will basically run a
set of independence tests, between perhaps every pair of currently-unconnected nodes
in the current graph, to see if the data set supports the claim that they are independent
given the rest of the graph structure; see [68, 127].

Score-based algorithms will typically employ local search, although systematic
search has been used in some cases too (e.g., [165]). Local search algorithms will
evaluate the current structure, as well as every structure formed by some simple
modification—such as adding one addition arc, or deleting one existing arc, or chang-
ing the direction of one arc [29]—and climb to the new structure with the highest score.
One plausible score is based on favoring structures that lead to higher probability of
the data:

(11.10)gD(G) = max
Θ

log
∏
d∈D

PrG,Θ(d).

Unfortunately, this does not always work. To understand why, consider the sim-
pler problem of fitting a polynomial to some pairs of real numbers. If we do not fix
the degree of the polynomial, we would probably end up fitting the data perfectly by
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Figure 11.10: Modeling intervention on causal networks.

selecting a high degree polynomial. Even though this may lead to a perfect fit over
the given data points, the learned polynomial may not generalize the data well, and
so do poorly at labeling other novel data points. The same phenomena, called overfit-
ting [141], shows up in learning Bayesian networks, as it means we would favor a fully
connected network, as clearly this complete graph would maximize the probability of
data due to its large set of parameters (maximal degrees of freedom). To deal with
this overfitting problem, other scoring functions are used, many explicitly including a
penalty term for complex structure. This includes the Minimum Description Length
(MDL) score [142, 62, 101, 163], the Akaike Information Criterion (AIC) score [16],
and the “Bayesian Dirichlet, equal” (BDe) [33, 75, 74]. For example, the MDL score
is given by:

MDLD(G) = gD(G) − log m

2
k(G),

where m is the size of data set D and k(G) is the number of independent network para-
meters (this also corresponds to the Bayesian Information Criterion (BIC) [151]). Each
of these scores is asymptotically correct in that it will identify the correct structures in
the limit as the data increases.

The above discussion has focused on learning arbitrary network structures. There
are also efficient algorithms for computing the optimal structures, for some restricted
class of structures, including trees [31] and polytrees [131].

If the data is incomplete, learning structures becomes much more complicated as
we have two nested optimization problems: one for choosing the structure, which
can again be accomplished by either greedy or optimal search, and one for choos-
ing the parameters for a given structure, which can be accomplished using methods
like EM [75]. One can improve the double search problem by using techniques such
as structural EM [58], which uses particular data structures that allow computational
results to be used across the different iterations of the algorithm.

11.6 Causality and Intervention

The directed nature of Bayesian networks can be used to provide causal semantics for
these networks, based on the notion of intervention [127], leading to models that not
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only represent probability distributions, but also permit one to induce new probability
distributions that result from intervention. In particular, a causal network, intuitively
speaking, is a Bayesian network with the added property that the parents of each node
are its direct causes. For example, Cold → HeadAche is a causal network whereas
HeadAche → Cold is not, even though both networks are equally capable of repre-
senting any joint distribution on the two variables. Causal networks can be used to
compute the result of intervention as illustrated in Fig. 11.10. In this example, we
want to compute the probability distribution that results from having set the value of
variable D by intervention, as opposed to having observed the value of D. This can
be done by deactivating the current causal mechanism for D—by disconnecting D

from its direct causes A and B—and then conditioning the modified causal model on
the set value of D. Note how different this process is from the classical operation of
Bayes conditioning (Eq. (11.1)), which is appropriate for modeling observations but
not immediately for intervention. For example, intervening on variable D in Fig. 11.10
would have no effect on the probability associated with F , while measurements taken
on variable D would affect the probability associated with F .7 Causal networks are
more properly defined, then, as Bayesian networks in which each parents–child family
represents a stable causal mechanism. These mechanisms may be reconfigured locally
by interventions, but remain invariant to other observations and manipulations.

Causal networks and their semantics based on intervention can then be used to
answer additional types of queries that are beyond the scope of general Bayesian net-
works. This includes determining the truth of counterfactual sentences of the form
α → β | γ , which read: “Given that we have observed γ , if α were true, then β would
have been true”. The counterfactual antecedent α consists of a conjunction of value as-
signments to variables that are forced to hold true by external intervention. Typically,
to justify being called “counterfactual”, α conflicts with γ . The truth (or probability)
of a counterfactual conditional α → β | γ requires a causal model. For example, the
probability that “the patient would be alive had he not taken the drug” cannot be com-
puted from the information provided in a Bayesian network, but requires a functional
causal networks, where each variable is functionally determined by its parents (plus
noise factors). This more refined specification allows one to assign unique probabili-
ties to all counterfactual statements. Other types of queries that have been formulated
with respect to functional causal networks include ones for distinguishing between di-
rect and indirect causes and for determining the sufficiency and necessity aspects of
causation [127].
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