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ABSTRACT

Objective: The fields of medicine and public health are undergoing a
data revolution. An increasing availability of data has brought about
a growing interest in machine-learning algorithms. Our objective is
to present the reader with an introduction to a knowledge repre-
sentation and machine-learning tool for risk estimation in medical
science known as Bayesian networks (BNs). Study Design: In this
article we review how BNs are compact and intuitive graphical
representations of joint probability distributions (JPDs) that can be
used to conduct causal reasoning and risk estimation analysis and
offer several advantages over regression-based methods. We
discuss how BNs represent a different approach to risk estimation in
that they are graphical representations of JPDs that take the form of
a network representing model random variables and the influences
between them, respectively. Methods: We explore some of the
challenges associated with traditional risk prediction methods and
then describe BNs, their construction, application, and advantages
in risk prediction based on examples in cancer and heart disease.

Results: Risk modeling with BNs has advantages over regression-
based approaches, and in this article we focus on three that are
relevant to health outcomes research: (1) the generation of network
structures in which relationships between variables can be
easily communicated; (2) their ability to apply Bayes’s theorem to
conduct individual-level risk estimation; and (3) their easy trans-
formation into decision models. Conclusions: Bayesian networks
represent a powerful and flexible tool for the analysis of health
economics and outcomes research data in the era of precision
medicine.

Keywords: artificial intelligence, Bayesian networks, decision models,
machine learning, precision medicine, real-world data, regression-
based models, risk prediction, statistical methods
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Background

The fields of clinical medicine and public health are undergoing a
data revolution. Transformation of large volumes of medical re-
cords to an electronic format and the remarkable growth in the
data collected by health registries and during clinical studies
provide opportunities to make risk prediction and intervention
selection more precise. This increasing availability of the so-called
“big data” has brought about a growing interest in machine-
learning algorithms for extracting knowledge from observations,
typically conceptualized as datasets, and for constructing
personalized risk prediction models. There are a wide variety of
tools available for developing personalized risk prediction models,

and a broader understanding of such tools may help researchers
avoid common pitfalls of working with big data while improving
model performance. Herein, we present the reader with an
introduction to a knowledge representation and machine-
learning tool for risk prediction known as Bayesian networks
(BNs). We discuss some of the challenges associated with tradi-
tional risk prediction methods and then describe BNs, their con-
struction, application, and advantages in risk prediction based on
examples in cancer and heart disease. We also provide the reader
with suggestions for the implementation of BNs and discuss
software solutions for their application.

Methods of developing a risk prediction tool can be categorized
into 2 approaches: (1) regression-based models and (2) machine-
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learning algorithms. Although regression-based models can be
implemented in a Bayesian framework, historically in medicine,
the tools most commonly used in clinical risk prediction analysis
have been regression-based models (Cox, logistic, Poisson) applied
in a frequentist framework.

Regression-based risk prediction models estimate a baseline
risk, rate, or hazard and typically generate a linear combination of
covariates using an algorithm that maximizes the likelihood of
the outcome. In standard regression analysis, based on the fre-
quentist approach, the analyst is presented with a table of
regression coefficients, learned completely from data, corre-
sponding to each covariate in the model. Using a linear combi-
nation of these covariates and the baseline value, an outcome
(risk or rate of an event) is calculated. Two regression-based risk
prediction scores commonly used in clinical medicine are the
Framingham Risk Score for 10-year risk of cardiovascular disease’
and the Kidney Failure Risk Score for 10-year risk of end-stage
kidney failure.” Typically, in a clinical cohort setting, Cox pro-
portional hazards regression analysis (CPHRA) is used to generate
a risk equation to predict the risk of event based on the hazard
function. The FRS and KFRS are able to predict outcomes in the
original cohort on which these models were developed and have
been validated in other settings. Advantages of regression-based
approaches to risk modeling are their widespread use and flexi-
bility in being able to model continuous, binary, count, and time
outcomes. Three key disadvantages of using regression-based
approaches are as follows: (1) they can model associations but
not causal structure; (2) they operate under restrictive assump-
tions about the relationships among variables; (3) combining
regression-based models is not straightforward. Furthermore,
using regression-based models, each outcome of interest must be
trained on its own individual model and a static set of data. Other
problems with regression-based risk prediction models are
reviewed elsewhere.’

Bayesian Networks

In comparison, BNs are compact and intuitive graphical repre-
sentations of joint probability distributions (JPDs) that can be used
to conduct causal reasoning and risk prediction analysis and offer
several advantages over regression-based methods. Bayesian
networks represent a different approach to risk prediction. They
are graphical representations of JPDs that take the form of a
network made up of nodes and edges representing model random

variables and the influences between them, respectively. The JPD
factorizes into conditional probability distributions associated
with each node conditional on variables that directly influence it.
The computational efficiency of a BN stems from its explicit rep-
resentation of independencies, which results in a reduction of
connectivity in the graph. This results in more compact networks
and scales significantly better for large systems or networks
because only a subset of all possible connections need be evalu-
ated. A detailed description of BNs is outside the scope of this
article and instead we focus on the important concepts, strengths,
and challenges of applying BNs (Table 1). Detailed statistical in-
formation describing BNs can be found in several sources.* °

BNs rely on the Bayesian approach to statistical inference.
Frequentist inference assumes that the parameter of interest is an
objective number representing a frequency in an infinite number
of trials, whereas in the Bayesian approach the parameter reflects
a measure of personal belief, that is, subjective knowledge.” Bay-
es’s theorem provides a mechanism for updating knowledge
when new evidence is collected. While regression models can be
implemented in a Bayesian framework, BNs generate their esti-
mates by calculations of the conditional probability distribution
over a variable of interest given observations of other variables.
This calculation is possible because a BN is a model of the JPD over
all modeled variables, and information can spread from the
observed variables to the variable of interest through the con-
nections modeled explicitly in the graph.

The JPD represented by the BN is subjective and can be updated
if new evidence is available using Bayes’s theorem, allowing for
incorporation of new data or expert opinion. This subjective
character of knowledge is one of the advantages of Bayesian sta-
tistics for decision makers and clinicians. It allows for formal rigor
in processing uncertainty in situations where little or no data are
available but substantial expertise exists. For example, it is useful
for patient risk stratification problems where patient treatment
guidelines are not universal, are not available, or are rapidly
changing (eg, peritoneal surface malignancy of colonic origin).?
When substantial amounts of data exist, both approaches rely
on data.

There are three approaches to the construction of BN struc-
tures: purely expert-elicited, purely automated or machine-
learned, and a combined approach where prior expert knowledge
is incorporated into the automated learning process. Expert-
elicited models construct BNs that are based on expert opinion
or subjective belief alone. This is very tedious, particularly when
the models contain a large number of parameters, and so it is used

Table 1 - Comparison of regression approaches with BN (strengths and limitations)

Strengths

Limitations

Regression-based models o Widely used

Causal structure not modeled

e Can be performed with nearly all statistical software e Difficulty in handling nonlinear relationships

packages o Generally, one model is needed per outcome under
study
Bayesian networks e Causal structure is explicitly represented; individual- e Not well known in health sciences

level risk prediction

e Can be learned from data, purely from expert

Specialized knowledge of Bayesian statistics required
to understand process

knowledge (no data), or a combination of the two o Computationally expensive

approaches
e “What-if” scenarios can be modeled

Cannot model cyclical relationships such as feedback
loops”

e BN can be extended into decision models by incor-

porating decision and utility nodes

e Model multiple outcomes and exposures in a single

model

" “Dynamic” Bayesian networks provide a way of dealing with feedback loops.
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primarily when no data are available. Purely machine-learned
approaches include constraint- and score-based learning.
Constraint-based approaches® use conditional independencies in
the data to derive the model structure, whereas score-based sys-
tems'” search for a model that maximizes the likelihood (or any
other score) of the model given the data. The combined approach
allows expert or user input to force known temporal relationships,
direct relationships, and direct causal relationships to be part of a
machine-learned proposed structure.

Risk prediction modeling with BNs has several advantages
over regression-based approaches that address commonly
encountered challenges in risk prediction, but we focus here on
three: (1) they generate network structures such that the assumed
underlying causal structure between variables can be visualized
and readily disseminated; (2) they can be used to conduct what-if
scenario analysis and individual-level risk prediction; and (3) they
can be transformed into decision models in a relatively straight-
forward manner.

BNs are presented as directed acyclic graphs that are networks
of nodes connected by edges in such a way that there is no way to
trace a path starting at one node and follow a path, determined by
edges, back to the same node (Fig. 1).° In this example, the arrows
represent dependencies between the variables. A directed acyclic
graph (DAG) of a JPD estimates the likelihood of an outcome and
defines a hierarchy of conditional independence. A BN consists of
two components: a qualitative component composed of the DAG
structure and a quantitative component composed of a JPD that
factorizes into a set of conditional probability tables governed by
the structure of the DAG.® The qualitative structural component
encodes the causal relationships among the variables; however,
for models aimed only at risk prediction, these relationships do
not have to be causal. The parameters encoded in the quantitative
component quantify the relationships in the DAG. Unlike
regression-based methods, the structure of the model, the pattern
of dependencies between all variables in the model, is presented
(whether learned from the data, expert opinion, or both). The
transparent presentation of the role of risk predictors in the model
facilitates visually appealing and intuitive communication of both

P = PEA) P(B)= P(B) P(C)= P(C)

Patient
characteristic

Patient
characteristic
3

Patient
characteristic

()
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)
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Fig. 1 - A simple annotated Bayesian network and
accompanying conditional probabilities. Reasoning can be
performed in either direction from effect-to-cause or
cause-to-effect.

the model and its results to decision makers. In Figure 1, we can
see that three patient characteristics influence the likelihood of
disease, and that the status of these patient characteristics can
propagate through the network to influence test results for either
test 1 or test 2. Using this example, we see that, unlike other
machine-learning approaches such as artificial neural networks,
users can clearly understand how a particular probability was
determined and which variables are contributing proximally and
distally to the outcomes of interest, that is, their relative position
in the network.

Individual Risk Prediction

BNs allow for ease of individual-level risk prediction via “what-if”
analyses and effect-to-cause reasoning, also referred to as
“abductive” or “diagnostic” reasoning. With respect to the “what-
if” analysis, they are also possible with regression-based models,
when these include causal information, that is, when the pre-
dictor variables are causally related to the predicted variables.
This is, however, much more natural for Bayesian networks
because influences are modeled by means of directed arcs. When
each of the arcs models a causal relationship, the entire model, no
matter how large and complex, will naturally predict the effects of
causal manipulation, something that underlies the “what-if”
analysis. The era of “precision medicine” will require the incor-
poration of more factors into risk prediction models as treatment
options become more specialized, demanding individual risk
prediction.”® Individual risk prediction with regression-based ap-
proaches involves applying a baseline risk (cumulative hazard in
the case of Cox models) and combining the coefficients of model
covariates. This may not be an easy task if some values are
missing or if a variable is continuous with a reference state equal
to a mean value that can be difficult to interpret.’® The ability to
conduct “what-if” analysis is a result of the Bayesian nature of
BNs. BNs use Bayes’s theorem to perform inference not only from
cause to effect, as in standard predictive models (eg, inferring
from association between a disease and a symptom), but also
from effect to cause (eg, calculating the probability of having
disease after having observed a symptom). Reasoning from effect
to cause is a special capability of BNs that facilitates diagnostic
applications and improves decision-making support.”® Prior
probabilities are updated to posterior probabilities after having
observed evidence for any number of variables in a network.
Further, each unobserved variable can be ranked, in terms of
sensitivity (or impact), to the specified target variable as part of a
sensitivity analysis.'® For example, in cancer care, one may wish
to ask what the survival probability is, conditional on observed
evidence thus far, for different treatment plans (which are un-
observed). This is a hypothetical question that cannot generally be
answered with discriminative machine-learning regression
models that do not include causal information.™

For illustrative purposes, consider the fictitious BN in Figure 2A,
originally presented by Lauritzen and Spiegelhalter.'® This network
represents the conditional dependence between characteristics
relating to lung cancer and tuberculosis. With no prior information,
we see that a patient’s chance of having cancer or tuberculosis is
6%. Note that an observation of a single x-ray result or dyspnea does
not distinguish between tuberculosis and lung cancer. Neverthe-
less, once we have examined the patient and have determined that
the patient is a smoker, is experiencing dyspnea, and has recently
visited Asia, this probability increases to 21% (Fig. 2B). We can also
use this network to answer hypothetical questions such as “How
would this probability have changed if the patient had never visited
Asia?” We can input this new information into the network,
updating the probability of tuberculosis to 16% (Fig. 2C). In each
scenario, the unknown variables’ distributions will be updated
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A Novisit 99%
Visit 1% Non-smoker 50%
Smoker 50%
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Absent 94%
99% Present 16%
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Normal 89%
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Absent 55%
Present 45%
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Present | 1%
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or Lung cancer/ TB or Lung cancer 6%
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Present 44%
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No visit [0%
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Present § 7%
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Present 87%

Absent 85%
Present m15%
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Fig. 2 - (A) A fictitious Bayesian Network for the prediction of tuberculosis or cancer. Modified from Lauritzen and
Spiegelhalter.'® (B) Example of individual risk prediction using BNs. Patient X presents as a smoker, experiencing dyspnea,
and has recently visited Asia. Patient X’s risk of tuberculosis or lung cancer is 21%. (C) Example of a “what-if’ analysis using
BNs. Suppose that we wanted to know what patient X’s risk would have been if he or she had never visited Asia. We can
change the “Visit to Asia” node and see that the risk of tuberculosis or lung cancer would have been 16%.

Absent §12%
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based on the known information. This demonstrates both the
power and simplicity of BNs for risk prediction.

target variable of interest, on making a specific decision, or on cost
(which can also be incorporated into BNs as utility nodes).°

Decision Making Under Uncertainty

A BN can be enhanced, through the inclusion of decision and
utility nodes, to a model for decision analysis, referred to as an
“influence diagram.” An example of such an enhancement is
provided in Figure 3 with other examples in the literature.’® *®
Decision analysis is a modeling approach that compares deci-
sion alternatives and recommends the choice that maximizes the
expected utility of the outcome to the decision maker."” Decision
trees are the most commonly used tool to model decision prob-
lems; however, their complexity grows exponentially with prob-
lem size; thus, they are tractable only when they contain fewer
than a handful of variables.'® An influence diagram can represent
the same problems as a decision tree, but its size grows only lin-
early with the problem size, allowing for modeling of more com-
plex decision problems. This is important as clinicians and
decision makers must assess the best treatments most likely to be
effective for a patient, while also considering the trade-offs be-
tween possible benefits of therapy and potential loss of quality of
life.”” Maximizing the benefit to a patient is a difficult objective
because of the growing number of interrelated factors associated
with optimal utility. A clinical decision support system (CDSS) is
software built around an influence diagram, designed to assist
healthcare professionals with decision-making tasks. Influence
diagrams containing utility nodes can be used to conduct cost-
effectiveness or cost-utility analysis.”® Value of information
(VOI) analysis can be incorporated into BNs to streamline data
collection and inform both the diagnosis and prognosis in an in-
dividual patient case, as well as future research priorities. Value of
information analysis works by estimating the effect of observing a
variable more precisely (reducing its uncertainty to zero) on some

Visit to Asia

Test

Cost of test

Treatment

Global utility

Tuberculosis
or Lung cancer,

Other Features

While we describe key strengths of the BN approach above, BNs
have other advantages to standard regression-based techniques
for risk prediction. Regression-based models for risk prediction
must be re-estimated when new data are added and the risk
scores recalculated. Further, each outcome must be evaluated
with its own model. With BNs, multiple outcomes can be pre-
dicted from a single model, and therefore multiple questions can
be answered from one model. BNs can be continuously updated
with each new piece of data added. For example, if a BN is built
using health system data, newly added data (each new patient
record, for example) can continuously update the model param-
eters without the model having to be re-run or retrained. The
implications of this are important. If trained and embedded in
large administrative health databases, a BN risk prediction model
can be up-to-date, locally relevant, and flexible to changes in the
population, treatment, and testing over time. Further, a BN can
improve over time as more cases are presented to it.

Problems in clinical medicine are often concerned with the
development of a binary health state over time. These are typically
modeled inlinear regression—based approaches with time-varying
covariates. “Dynamic” BNs have been applied to handle time-
varying risk models by incorporating time steps and recursive
models, where the state of the model in the previous time step
informs the current state of the model and so on.**?° Furthermore,
BNs are particularly adept at handling large sets of interrelated
variables. In an article by Loghmanpour et al, BNs were created to
predict mortality at five time points among patients receiving left
ventricular assist devices.?’ The networks were constructed using
three different machine-learning algorithms and evaluated the

Fig. 3 - Translation of the Bayesian network from Figure 2 to a simple utility diagram for the purpose of illustration. Ovals
represent chance nodes, rectangles represent decision nodes, and hexagons represent utility nodes. (Adapted from http://

www.openmarkov.org/docs/tutorial/tutorial.html.)
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dependencies between 226 preimplant variables recorded on 8050
subjects. The BN built by Loghmanpour et al modeled the risk of
failure of left ventricular assist devices. In this study, their BN
achieved accuracy of 90% and 83% 90-day and 1-year mortality,
respectively, compared to 57% and 60% accuracy using the stan-
dard risk prediction tool (HeartMate II Risk Score). Other examples
of BNs used to analyze large health datasets can be found in the
recent literature 5422 2%

BNs are useful in the sense of being able to handle both linear
and nonlinear relationships among variables, along with syn-
ergies between groups of variables and complex joint influence
in general. This flexibility includes nonlinear relationships be-
tween exposures and the outcome and between the exposures
themselves. Regression-based methods also allow for the incor-
poration of nonlinear relationships between exposures and
outcomes, but this is limited to a single outcome per model and
generally involves transformations of outcome variables or
the introduction of polynomials, splines, or locally weighted
smoothing, which may be difficult to communicate and interpret.
Furthermore, while many researchers end up discretizing all
variables for the sake of computational efficiency, this is not
necessary; powerful software exists that does not require dis-
cretization and allows the capture of any relationship, including
equations and continuous distributions.

Missing Data

Missing data can influence BNs into two broad ways; first, it can
impact inference; second, it can impact learning of the causal
structure. Missing data in real-world databases pose an important
challenge for inference, and unfortunately it is very common.
Fortunately, BNs handle missing data for inference well because
reasoning with a BN does not require complete information on a
patient to calculate risk for a response variable. The posterior
probability distribution is calculated only based on the available
covariates. This is different from linear regression-based models,
where every risk factor is assumed to be known and either present
or absent. Missing data can have a more deleterious effect with
respect to learning the causal structure from data; however, here
expert belief and published literature can be used to estimate the
correct structure.

In the presence of data that are missing completely at random,
or the missingness is dependent on some other variables, param-
eters for the BN can still be calculated.” This is typically done using
the two-step algorithm known as the Expected Maximization (EM)
algorithm. The first step imputes an expected value for the missing
data points; the second step then uses the imputed dataset to
calculate the maximum likelihood estimates of the model param-
eters. This process is then iterated until the algorithm converges.
This method has been extended to structure learning, which has an
added model selection step. This allows for the learning of model
structure and parameters in the presence of missing data.’®
Although BNs possess several advantages over regression-based
methods for risk prediction, they may not always be more accu-
rate.” In general, although BNs have very good risk prediction
performance, their main advantages over regression-based
methods are their intuitiveness and elegance, their ability to
represent the JPD as a network structure, their ability to handle
what-if scenarios, their efficiency in dealing with missingness, and
their ability to incorporate decision and utility nodes.

Future Directions

Why are BNs not more commonly used in medicine and health
studies? One reason is that their methods arose from the fields of
computer science and that most researchers in the medical

sciences are trained in regression-based approaches. Second, and
perhaps related to the previous point, guidelines on the appli-
cation of Bayesian statistics are only recently becoming available
in medicine and allied health fields.”® The concepts of machine-
learning and artificial intelligence are relatively new to re-
searchers in the health space, and there may be some skepticism
about their practical application. Nevertheless, there is a growing
body of literature demonstrating the value of these approaches to
problems in health and medicine. Third, BNs are computationally
more expensive than classical regression approaches. Learning a
BN from data can involve calculating hundreds of thousands of
parameters, which has only become feasible in recent years.
Finally, regression-based approaches generate concrete risk
equations that a physician or decision maker can easily grasp
and apply. BNs may face a knowledge translation challenge in
that the network must be moved from software to a tool (web-
based or otherwise) that a decision maker can use and manipu-
late. Several software options exist for this and BNs, and influ-
ence diagrams can be exported to graphical user interfaces for
this purpose. BNs are flexible with respect to the types of data
that can be used to build them. They can incorporate individual-
level or aggregate data, expert opinion, and evidence synthesized
from literature. Several software packages exist for reasoning
with BNs (GeNle, OpenMarkov, Bayesialab, Hugin), including
several free and open source packages for academic use and
routines in SAS (HPBNET procedure) and R (gRain and bnlearn
packages).

BNs provide a robust and flexible analytic approach to the
challenge of complex health datasets. These complex health
datasets pose specific analytic challenges because of missing data,
large size, and complexity (of relationships not only between
variables but also in the datasets themselves), changing pop-
ulations, and nonlinear relationships between exposures and
outcomes. BNs can continually be updated with new information
and generate individual-level risk prediction that is up-to-date
and locally relevant. The coming era of precision medicine will
require novel approaches to risk prediction and decision analysis
while maintaining a high degree of flexibility to accommodate
developments in knowledge, new interventions, and database
size and complexity. BN approaches facilitate this and should be
explored further.
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