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Linear Classifiers: Simple Neural Networks

* Background

* Threshold logic functions
* Connection to logic

* Connection to geometry

Learning threshold functions — perceptron
algorithm

Perceptron convergence theorem
Multi-category extensions
Alternative loss functions and algorithms

Fall 2022 Vasant G Honavar




@ PennState Center for Artificial Intelligence Foundations & Scientific Applications @ PennState

oS egeEEC Artificial Intelligence Research Laboratory 3 gli_nical ?;ndt Iratnslational
cience Institute

and Data Sciences

Background — Brains and Computers

* Brain consists of 10!! neurons, each connected to ~10* other neurons
* Each neuron is slow
* 1 millisecond to respond to a stimulus
Brain is astonishingly fast at perceptual tasks e.g. face recognition
* Brain processes and learns from multiple sources of sensory
information (visual, tactile, auditory...)
* Brain is massively parallel, shallowly serial, modular and roughly
hierarchical with recurrent and lateral connectivity within and
between modules
Turing: Thinking can be modeled by computation
If thinking can be modeled by — computation
* it is natural to ask how and what are the algorithms that underly
thinking or
* what do brains compute
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Brain and information processing
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Neural Networks

Ramon Cajal, 1900

PennState
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Neurons and Computation
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Neural information processing

. Tl Action potential sent
Neurotransmitter e by neighbouring axon
Neurotransmitter

synaptic X ! transporter Axon e,
vesicle /e terminal g !
v Dendrite receives signal _G: (
Voltage- o 4 via synapse. Dendritic =1 (
gated Ca* o spikes pracesssignal Y
channel : . Synaptic P Nucleus
Postsynaptic ﬁ e ¥~ Receptor cleft v’" 2 1‘ 7
density }Dendrite —— Dendritic spikes £ \ .
AR

\

1) Peak action potential

+30 Outgoing signal
% .
£ - New action potentials Axon
= —— Repolarization generated in axon. They
= 0 differ in height width and
g frequency. All such are
g Threshold of computationally relevant
@ excitation
[
s
8 55F---- - =
g Hyperpolarization
s -70

[~ Resting potential '

Time




Center for Artificial Intelligence Foundations & Scientific Applications @ PennState

PennState e " J rer )
Rt Artificial Intelligence Research Laboratory Clinical and Translational

and Data Sciences

Science Institute

McCulloch-Pitts computational model of a neuron
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Threshold neuron — Connection with Geometry

X
(W1,W2) WiX; + WXy + Wo > 0

Decision boundary /:\

co s G
L] ~ O L]

M .. L] L] x1
CZ L] .1

\
WiX; + WaXo + Wy < 0 WiX; + waxo + w, =0

L describes a hyperplane which divides the
Z‘ wiX; + W, =0 jnstance space R" into two half-spaces
WeX, +w, <0}

2, =X, eR|WeX +w,>0f 4nq 2 =X, eR"
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McCulloch-Pitts Neuron ar Threshnld Neiirnn
X W

y=sign(W0X+w0) 37 W=

= sign Zn:wl.xi
i=0 X w
= sign (WTX-l-WO) -

sign (v)zl if v>0
=0 otherwise
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McCulloch-Pitts Neuron - Connection to geometry

* A perceptron with 3 weights [wg, w1 , w, Jimplements a line in 2-D
A perceptron with 4 weights [wy, wy, w,, w, | implements a
plane in 3-D

* A perceptron with n + 1 weights [wg, -, wy,] implements an
(n — 1) dimensional hyperplane in n-D

* Dividing the n-D space into two half spaces
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Perceptron — Connection with Geometry

* Data live in R™ or R"**1 if we add a dummy input of x, = 1

* Weights that define hyperplanes live in R™*1

* A particular choice of weights defines a hyperplane given by
Z?:l w; X; + Wy = 0

or
n —
YizoWix; =0
or
w-x=0

* The orientation of the hyperplane is specified by its normal
vector[wy «+-wy |7
* The distance of the hyperplane from a given data point x,, is given by

|w-xp| _ |Wotw1x1p+:-+Wnxnp|

Jw%+--~+w,21 Jw%+---+w%
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Example

A

-1+ X1 + Xy = 0
How many other equivalent
equations define the same hyperplane?

Infinite number of them!

>

Fall 2022 Vasant G Honavar

13



@ PennState Center for Atrtificial Intelligence Foundations & Scientific Applications

e mE S Artificial Intelligence Research Laboratory
and Data Sciences

Example

—1+X1+X2=O

Which side of the hyperplane does the point (2,1) lie?

Check the sign of wy + Y2 wijx; = —1+2+1 =2

~§ PennState
& Clinical and Translational
Science Institute

The sign is positive, so on the “positive side” pointed by the direction of the positive normal
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Perceptron as a pattern classifier

classes C;, C, e.g., apples and oranges when they are
represented as points in a suitable feature space

assigned to class C;
* If the output is -1 then the pattern X, is assigned to C,
N

Fall 2022
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* The threshold neuron, that implements the “right” hyperplane,
can be used to classify a set of data samples into one of two

* If the output of the neuron for input pattern X, is +1 then X, is

Vasant G Honavar
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* Suppose the input space is {0,1}"

* Then threshold neuron computes a Boolean
function f : {0,1}71{_1'1}

Threshold neuron — Connection with Logic

Example X1 | X

Letwy= —15w; = w, =1

as TRUE and -1 as FALSE, the

threshold neuron

implements the logical AND

0

* Inthis case, if we interpret 1 0
1

function 1

hX)=w-x |y
0 -1.5 -1
1 -0.5 -1
0 -0.5 -1
1 0.5 1
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Threshold neuron — Connection with Logic

can implement Boolean AND, OR, and NOT function
network of threshold neurons that can implement f.

* Theorem: Any arbitrary finite state automaton can be
realized using threshold neurons and delay units

memory, can compute any Turing-computable function

can compute any computable function

Fall 2022
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* Athreshold neuron with the appropriate choice of weights

* Theorem: For any arbitrary Boolean function f, there exists a

* Networks of threshold neurons, given access to unbounded

* Corollary: Brains if given access to enough working memory,
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Threshold neuron: Connection with Logic

Theorem: There exist Boolean functions that cannot be
implemented by a single threshold neuron.

Example: Exclusive OR s
0|0 |-1
Xy 011 |1
I 110 |1
101 |1
0,1)® ° 1Ly Why?
A hyperplane
separating the red
n points from the
(0,0 > X1 black points does

not exist!
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Threshold neuron — Connection with Logic

* Definition: A function that can be computed by a single
threshold neuron is called a threshold function

* Of the 16 2-input Boolean functions, 14 are Boolean
threshold functions

* As nincreases, the number of Boolean threshold
functions becomes an increasingly small fraction of the
total number of n-input Boolean functions

NThreshold (i’l) < 2;12 NBoolean (n) = 22n

@ PennState Fall 2022
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Terminology and Notation

* Synonyms: Threshold function, Linearly separable
function, linear discriminant function

* Synonyms: Threshold neuron, McCulloch-Pitts neuron,
Perceptron, Threshold Logic Unit (TLU)

* We often include wy as one of the components of w and
incorporate x; as the corresponding component of x with
the understanding that x, = 1.

* Theny =1ifw-x> 0andy = —1 otherwise.

Fall 2022 Vasant G Honavar
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Learning Threshold functions

A training example Eis an ordered pair (X, d;) where

T
X, = [ka Xig weee xnk]
isan (n + 1) dimensional input sample, dk = f(Xk) = {_1, 1}

is the desired output of the classifier and f is an unknown
target function to be learned.

A training set E is simply a multi-set of examples.

Fall 2022 Vasant G Honavar
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Learning Threshold functions
s*={X,|(X,.d,)e Eand d, = 1]
s~ ={X,|X,.d,)e Eand d, = -1}
We say that a training set E is linearly separable if and only if
W' suchthat VX, e S", W eX >0
and VX, eS , W eX <0
Learning Task: Given a linearly separable training set E, find a solution

W’ suchthat VX, e S, W X >0andVvX, €S, W eX <0

@ Pennstate Fall 2022 Vasant G Honavar
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Learning to classify = finding separating hyperplane

PennState
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Rosenblatt’ s Perceptron Learning Algorithm

Initialize W = [O O.....O]T Set learning rate 77 > 0

Repeat until a complete pass through E results in no weight
updates

For each training example Ek ek
{ Vi < sign(WeX,)
W« W+n(dk _yk)Xk }

W « W, Return(w’)

Fall 2022 Vasant G Honavar
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Perceptron learning algorithm — Example

et S*={(1,11),(1,1-1),(1,0 -1)}
S ={@1,-1,-1),(1,-1,1),(1,0,1)}

W= (000)
% 1 (0,00 O -1 Yes (1,1,1) =3

T 1 (1,1,1) 1 1 No (1,1,1)
TR 1 (1,1,1) O -1 Yes (2,1,0)

TEETN 1 (21,00 1 1 Yes (1,2,1)
T 1 (1,21) O -1 No (1,2,1)
TR 1 (1,2,1) 2 1 Yes (0,2,0)
TETl 1 (0,20 2 1 No (0,2,0)
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Understanding Weight Updates

* During learning, training data are fixed.
* What is being updated are the weights.

* Consider the weight space defined by the coordinates of the
weight vector

* Points in this space correspond to different choices of the
weights

* Just as in the data space, weights defined hyperplanes, in
the weight space, training data samples define (fixed)
hyperplanes.

Fall 2022 Vasant G Honavar
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Understanding Weight Updates

Goal: Find a point in the weight space that lies on the
appropriate side of each sample hyperplane

/

Solution region

@ PennState Fall 2022
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Understanding Weight Updates

Science Institute

* Goal: Find a point in the weight space that lies on the appropriate

side of each sample hyperplane

* If the current weight vector is on the wrong side of a pattern
hyperplane, the most efficient way to go to the right side is to
move along the direction of the normal to the hyperplane

W, Wi < W, + (dp — yp)Xp

(\WOXP

@ PennState Fall 2022
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Perceptron Convergence Theorem (Novikoff)

Theorem Let £ ={(X,.d, )} be a training set where X, € {1} xR"
and d, e{-11}

Let S*={X,|(X,.d,)eE&d, =1} and S ={X,|X,.d,)cE&d, =1}
The perceptron algorithm is guaranteed to terminate after a
bounded number f of weight updates with a weight vector
W' suchthat VX, eS*", W eX,>5 andVX, eS ,W eX, <-§
for some O >0, whenever such W eR™ and >0 exist

--that is, E is linearly separable. The bound on the number t of
weight updates is given by

. 2
tﬁ[uJ where L =max [X,| andS=5"US"
o X, eS

Fall 2022 Vasant G Honavar
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Proof of Perceptron Convergence Theorem

Let W, be the weight vector after r weight updates.

*

W

Invariant: V6 |cos6|<1

@ PennState Fall 2022 Vasant G Honavar
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Proof of Perceptron Convergence Theorem

Let W’ be such that
VX, eS W eX, >5andVX, €S, W X, <-35

WLOG assume that W e X = 0 passes through the origin.
LetvX, € S*,Z, =X,,

VX, €S ,Z, =-X,,

Z= {Zk}
(VX, €S W eX, >5 & VX, €5, W X, <-d)

& (vZ, e 2, W 07, >3)

Let £'={(z,,1)}

@ Pennstate Fall 2022 Vasant G Honavar
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Proof of Perceptron Convergence Theorem

Waa=W, + n(dk Vi )Zk
where W, =[00....0] and; >0
[Weight update based on example (Z,,1) ]
o [(d, =1)A(y =-1)]

W oW, =W (W +24Z,)

= (W oW, )+24(W eZ,)
SinceVz, € Z,(W e Z, 25) W e W, > W o W, + 215
NVt W OW, 22678 e (@)

@ 55""%35?:;. Fall 2022 Vasant G Honavar
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Proof of Perceptron Convergence Theorem
HWt H2 = Wt+1 ¢ Wt+1
= (Wz +2nZ, )' (Wz + 2’721«)
= (Wt ¢ Wt)+ 477(Wz ¢ Zk)+ 4772(Zk ¢ Zk)
Note weight update based on Z, < (W, ¢ Z, <0)

Wl <IW I+ 4z < W+ 4n

t+1

+1

Hence |W,| < 4L’
SV WS 20LNT D)

Fall 2022
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Proof of Perceptron Convergence Theorem

From (a)we have: V¢ (W* . W,)Z 2tns

= v 2ms<(W oW, )= {vr 25 < HW*H”Wt”COSH}
= {‘v’t 2tnd < HW*H”W,”} VO cosf<l,

Substituting for an upper bound on |W, | from (b),

vi s <|W[2nLij= v (ovt<|w|L)

. 2
%[uw uLJ
o

Fall 2022
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Notes on the Perceptron Convergence Theorem

* The bound on the number of weight updates does not
depend on the learning rate

* The bound is not useful in determining when to stop the
algorithm because it depends on the norm of the unknown
weight vector and delta

* The convergence theorem offers no guarantees when the
training data set is not linearly separable

Exercise: Prove that the perceptron algorithm is robust with
respect to fluctuations in the learning rate

O<7lmin£77t£77max<oo

Fall 2022 Vasant G Honavar
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Multi-category classifiers

K —1 binary classifiers @ binary classifiers

C
Rs

not C;

not Ca

One-versus-rest One-versus-one

Problem: Green region has ambiguous class membership

Fall 2022 Vasant G Honavar
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Multi-category classifiers

Define K linear functions of the form:

V(X)) = wg - X

argmax
) = I 0

argmax
= k Wi - X

Decision surface between class Cy and C; is given by

(wk—wj)-x=0

Fall 2022 Vasant G Honavar
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Linear separator for K classes

* Decision regions defined by
(Wx —w;)-x=0

are singly connected and convex

Forany points X ,, X, €R,,

any X that lies on the line connecting X,and X,
X=X, +(1-4)X, where 0< A <1

alsoliesin R,

Fall 2022 Vasant G Honavar
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Winner-Take-All Networks
Y, =Liff W, e X >W, eX Vj=i

¥, = 0otherwise Note: W, are augmented weight vectors

W, =[1-1-1]",wW,=[111]",W,=[2 0 0]"

WXy | WoXp | WaXo [ V1 | V2 | V3
1| -1|-1| 3 -1 2 |1|0|o0
1] -1 |+ 2 |0]0 )1
1|+ -1 1 1 2 |o|o0|1
141 |+1] -1 2 |0j1]0

What does neuron 3 compute?
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Linear separability of multiple classes

LetS,S,,S;...S,, be multisets of instances
LetC,,C,,C,...C,, be disjoint classes

Vi S, cC,

Vizj CNC, =T

We say that the sets §,,S,,S;...S,, arelinearly
separable iff 3 weight vectors W, , W,,..W,, such that
Vi VX, €S, (W eX, > W o X )vj=i}

@ Eheiin Fall 2022 Vasant G Honavar
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Training WTA Classifiers

Science Institute

d, =1 iff X, eC,;d, =0otherwise
V=1 iff W eX >W eX Vk=j
Suppose d,, =1,y,, =land y,, =0
W, <« W +nX W, <« W, —5X ;
All other weights are left unchanged.
Suppose d,, =1,y,,=0and y,, =1.
The weights are unchanged.
Suppose d,, =1,Vj y,, =0 (there was a tie)
W, < W +nX,
All other weights are left unchanged.

Fall 2022 Vasant G Honavar
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Given a linearly separable training set, the WTA learning
algorithm is guaranteed to converge to a solution within a
finite number of weight updates.

Proof Sketch:

* Reduce the WTA training problem to the problem of training a
single perceptron using a suitably transformed training set.

* Then the proof of WTA learning algorithm reduces to the proof
of perceptron learning algorithm

Fall 2022 Vasant G Honavar
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WTA Convergence Theorem
Let W' =[W,W,...W, 1" be a concatenation of the weight vectors
associated with the M neurons in the WTA group. Consider a multi - category
training set £ = {(Xp,f(Xp))} where VX, f(X,) € {C,,..C,}
Let X, e C,. Generate (M-1)training examples using X ,
for an M (n+1)input perceptron :
Xp12 = [Xp _Xp ¢ ¢ ¢]
X,;=[X, ¢-X,¢..4]

Xle :[Xp ¢ ¢ ¢ _Xp]

where ¢ is an all zero vector with the same dimension as X, and set the
desired output of the corresponding perceptron to be 1in each case.
Similarly, from each training example for an (n+1) —input WTA,

we can generate (M —1) examples for an M(n + l)input single neuron.

Let the union of the resulting |E|(M —1) examples be E
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WTA Convergence Theorem

By construction, there is a one-to-one correspondence
between the weight vector W' =[W,W,...W,,]" that
results from training an M -neuron WTA on the multi -
category set of examples E and the result of training

an M (n+1)input perceptron on the transformed

training set E'.Hence the convergence proof of WTA
learning algorithm follows from the perceptron
convergence theorem.
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