
1



2



3



4



5



6



7



8



9



10



11



12



13



14



15



16



17



18



19



20



21



22



23



24



25



26



- for discrete, we could simply do a much larger table, but often that doesn’t capture 
everything we want
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- log is a strictly increasing function
- it just squishes values but does not change their order, so the max of likelihood is 

still the max of log-likelihood
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- just involves iterating over the data and aggregating these counts!
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- although we don’t generally “generate” a document from a model, it’s often useful 
to look at the generative story of a model (i.e. how the model says a document was 
generate) to help us understand why the model assigns certain probabilities
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