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meaningful results, or the recent decline in 
the field. So what is the truth? Where do we 
stand? 

To answer these questions, I surveyed the 
field’s literature’ to find answers to more de- 
tailed questions: How many systems have 
been developed? Where is the development 
taking place? How is the technology being 
used? Has the effort produced worthwhile re- 
sults? The answers reveal that expert sys- 
tems have come far, yet still have enormous 
potential. 

URING THE MID-SIXTIES, RE- 

software vendors, which included reports on 
systems developed using their software. My 
survey uncovered approximately 2,500 de- 
veloped systems. Although the survey was 
extensive, it was by no means comprehen- 
sive. I believe the number uncovered repre- 
sents about 20% of all developed expert sys- 
tems-l2,500 systems! This number might 
be small compared to developments in the 
more traditional computer sciences, such as 
database management, but it represents an 
increase that marks the field’s success. I’ll 
review this point in detail later. 

searchers at Stanford set into motion a senes 
of events that would give birth to a new in- 
dustry in the field of computer science Their 
aim was to develop a computer program 
(later called Dendral) that could elucidate the 
structure of complex molecules from mass 
spectrograms at a performance level nvaling 
that of human experts Ther approach, whch 
was unique at the time, was to encode knowl- 
edge obtained from an expert chemist and 
use it as the dnving force of the program The 
project’s success highlighted for the fiist tune 
that an intelligent computer program could 
be developed when the emphasis was on 
what the program knew about the problem, 
rather than on clever search algorithms. The 
era of the expert system had begun. 

Having been fortunate to be present at the 
birth of expert systems, I was cunous to leam 
how well the technology had matured. The 
birth began with optimsm and hope. Visions 
of powerful knowledge-processing programs 
€ulfilling numerous difficult human decision- 
making tasks were abundant in the early 
days. As the initial systems emerged, flexing 
then power, these visions appeared to be ap- 
proaching reality Later reports also pointed 
to successes that fortified this belief. How- 
ever, some critics have recently pointed out 
the technology’s shortcomings in producing 
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REPORTS OF THE DECLINE OF EXPERT SYSTEMS ARE 
GREATLY EXAGGERATED. SURVEY RESULTS INDICATE 

IMPRESSNE GROWTH? AS RESEARCHERS DEVELOP 
SYSTENS TO TACKLE DIFFICULT BUT COMMERCIALLY 

REWARDING PROBLEMS. 

An overview of the results 
Most of the findings came from an exten- 

sive review of magazine articles, conference 
proceedings, and books. I also obtained 
many findings from information provided by 

Application areas. An expert system IS in- 
herently a tool to assist human decision mak- 
ing. We apply it to knowledge-intensive tasks 
that require expertise. Therefore, wherever 
we find humans doing such activities as di- 
agnosing a system, designing a structure, or 
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Table 1. Types of problems solved by expert systems. 

PROBLEM TYPE DESCRIPTION 

tutoring a student, we have also found a 
home for the technology. 

To obtain some sense of where the action 
was taking place, I categorized (as best as 
possible) each example from the survey into 
an application area. I found developed ex- 
pert systems for a wide range of fields. Fig- 
ure 1 shows the major application areas that 
naturally developed-the breadth of the ap- 
plications is remarkable. The figure also 
shows the number of developed systems for 
each area. 

Types of applications. Human experts per- 
form a generic set of tasks when solving 
problems such as diagnosis or planning.2 Re- 
gardless of the application area, given the 
type of problem, the expert collects and rea- 
sons with information similarly. Expert sys- 
tems likewise accomplish generic tasks on 
the basis of the problem type (see Table 1). 

Figure 2 shows the percentage of applica- 
tions for each problem type in Table 1 .  Many 
applications employ more than one activity. 
For example, a diagnostic system might first 
interpret the available data, and later pre- 
scribe a remedy for the recognized fault. 

As Figure 2 illustrates, the predominant 
role of expert systems has been diagnosis. 
One reason for this result is that this is the 
role most experts play. Fields such as medi- 
cine, engineering, and manufacturing have 
many individuals who help diagnose prob- 
lems. Another reason for the large percent- 
age of diagnostic systems is their relative 
ease of development. Most diagnostic prob- 
lems have a finite list of possible solutions 
and a limited amount of information needed 
to reach a solution. These bounds provide an 
environment that is conducive to effective 
system design. 

The large percentage can also be traced to 
the practical considerations of introducing a 
new technology into an organization. Most 
organizations prefer to take a low-risk posi- 
tion when considering a new technology. So, 
they prefer projects that require the minimum 
resources and have the maximum likelihood 
of success. Because diagnostic systems are 
relatively easy to build, they are attractive to 
firms venturing into the field. 

The drop-off from the large number of di- 
agnostic applications to that of some other 
problem types is dramatic. Two reasons help 
explain this result. First, tasks such as design 
and planning are difficult to implement in an 
expert system because their steps vary greatly 
between application areas and it is often hard 

Control 
Design 
Diagnosis 
Instruction 
Interpretation 
Monitoring 
Planning 
Prediction 
Prescription 
Selection 
Simulation 

Governing system behavior to meet specifications 
Configuring objects under constraint 
Inferring system malfunctions from observables 
Diagnosing, debugging, and repairing student behavior 
Inferring a situation description from data 
Comparing observations to expectations 
Designing actions 
Inferring the likely consequences of given situations 
Recommending solutions to system malfunctions 
identifying the best choice from a list of possibilities 
Modeling the interaction between system components 

to precisely define these steps. Second, tasks 
such as instruction, control, and simulation, al- 
though they are excellent areas for expert sys- 
tem applications, are relatively new ventures. 

Platform and software choices. During the 
seventies, most expert systems were devel- 
oped on powerful workstations, using lan- 
guages such as Lisp, Prolog, and the Official 
Production System (OPS). This left the chal- 
lenge of developing systems in the hands of 
the select few who could afford the platforms 

and had the patience to leam the complexities 
of the available languages. 

During the eighties, we witnessed the pro- 
liferation of PCs and the introduction of easy- 
to-use expert system development shells. 
These shells were built to run on platforms 
ranging from PCs to mainframes. The op- 
portunity to develop expert systems was now 
in the hands of many individuals from all 
disciplines. 

Figure 3 shows the percentage of applica- 
tions from the survey that were developed on 
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Figure 1. The number of developed expert systems in various application areas. 
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Figure 2. The pertentoge of expert system opplicotions by problem type. 
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Figure 3. The percent of expert system opplicotions developed (a) on different platforms; (b) with different software. 

different platforms and with different soft- 
ware tools. In Figure 3b, “Other” includes 
the languages C, Pascal, Loops, Fortran, 
Smalltalk, and Basic. As the graphs illustrate, 
the vast majority of systems have been de- 
veloped on a PC with the aid of a shell. 

This result also shows that the technology 
has better aligned itself with the needs of the 
business and industrial sectors. Typically, 
managers do not want to purchase special- 
purpose AI workstations requiring Lisp pro- 
grammers. Such steps are costly, inhibit the 
growth of systems in the organization, and 
often result in stand-alone products that are 
difficult to integrate with existing computer 
facilities. Managers want easy-to-use expert 
system development software that they can 
easily integrate into existing hardware and 

software (we’ll discuss this integration in 
more detail later). Today’s powerful but easy- 
to-use shells meet the needs of most man- 
agers and have helped spur expert system 
development. 

The state of the field 
Let’s now turn our attention to the impor- 

tant trends in the field to gauge its health. 
We’ll look at the rate of developed systems 
since the early eighties, review the technol- 
ogy’s major application areas, study the state 
of the expert system tool market, and see how 
well the technology has been integrated into 
conventional software environments. We’ll 
also examine expert systems’ relationship 

with object-oriented programming and their 
difficult road to acceptance in the corporate 
world. 

Rate of application. One way we can judge 
the acceptance of any new technology is to 
track its rate of application. If it has value, 
we would expect to see an increase. Con- 
versely, if the trend is downward or stagnant, 
we should be concerned. 

During the sixties and seventies, the world 
of expert systems rested in the hands of re- 
searchers whose main focus was on ways to 
better represent and control knowledge rep- 
resented symbolically in a computer. The 
number of systems developed during this pe- 
riod was modest; however, their contribution 
was significant. Classic systems such as 
Mycin, Prospector, and Xcon demonstrated 
the technology’s capability. In particular, 
Xcon and Prospector provided our first 
glimpse of the technology’s commercial po- 
tential. Xcon saved up to an estimated $20 
million per year, and Prospector aided the 
discovery of a $lOO-million molybdenum 
deposit. 

These well-publicized accomplishments 
were magnets that attracted many organiza- 
tions looking to capitalize on the technology 
to the AI field. During the eighties, over two- 
thirds of the Fortune 1000 companies applied 
the technology to daily business activities. 
This expanded interest led to a dramatic in- 
crease in the number of developed expert 
systems during recent years (see Figure 4). 

Is this development rate significant? 
Nathan Rosenberg, an economic historian 
specializing in new technologies, believes 
that the pace of the insertion of expert sys- 
tem technology has been rapid by historical 
 measure^.^ 

Application trends. Figure 1 showed that 
expert systems’ primary use has been for 
business, manufacturing, and medicine. Fig- 
ure 5 shows the number of developed expert 
systems per year in these areas. 

In the early eighties, medical expert sys- 
tem applications dominated the scene. This is 
primarily due to the diagnostic nature of 
these applications and the relative ease of de- 
veloping such systems. However, as we 
moved toward the mid-eighties, and the 
low-hanging fruit was picked, it was time to 
reach for more difficult problems. It was also 
time to develop systems that benefited the 
commercial sectors. Unfortunately, initial 
attempts frequently met with limited success. 
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In hindsight, three primary reasons help ex- 
plain this result. 

First, early applications of expert systems 
in industry often over-challenged the tech- 
nology, leading to poor results. Fascinated 
by the notion of machines that could think, 
many designers tried to build systems to 
solve problems that were beyond even the 
best experts. The thinking was “Well, we 
can’t solve this problem, so let’s try throw- 
ing AI at it.” Second, other designers often 
took on a project whose scope was so broad 
that completing it in a reasonable time 
frame was impossible. Third, some design- 
ers developed remarkably intelligent sys- 
tems; however, the development was often 
divorced from an understanding of the 
client’s need to integrate the system into ex- 
isting hardware and software. The result 
was a powerful finished product that was 
left to collect dust on a shelf. 

With the few successes being produced 
during this period, coupled with earlier glow- 
ing promises of the technology, critics crept 
out of the bushes and quickly pounced on the 
situation. Journal and conference papers, 
newsletters, and the national media were 
swift to point to the shortcomings. For ex- 
ample, Forbes asked, “What happened to 
those ‘expert’ systems that were supposed to 
transform the world of business f ~ r e v e r ? ” ~  
Expert system designers began to realize that 
finding a place for the technology can be as 
tedious as matching the glass slipper to Cin- 
derella’s foot. 

The tuming point came in the mid-eighties 
when designers began to focus on very nar- 
row, well-defined, and sometimes even mun- 
dane tasks. They also took the time to look 
at where the technology would be embedded. 
Although the systems developed from this 
focus might have seemed unimpressive to 
the A1 researcher viewing the scene from the 
ivory tower, they were well received by man- 
agers in industry because they produced 
commercially worthwhile results. For ex- 
ample, consider banking-specifically the 
granting of loans. 

Money lending is one of the main activi- 
ties of all banks. A bank must decide whether 
or not to grant a loan by judging the cus- 
tomer’s ability to repay the loan according 
to lending guidelines established by the bank. 
This task might be repeated often for differ- 
ent customers, requiring select bank person- 
nel who must repeat the same routine steps 
when processing the loans. 

Evalog, a French bank, faced this situation 
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Figure 4. The number of expert systems developed from 1980 to 1992. 

Figure 5. The number of expert systems developed per year for business, manufacturing, and medicine. 

when processing large loans to companies 
and decided to investigate the application of 
expert systems to ease the workload. The sys- 
tem they developed, called EvEnt, judges a 
company’s overall credibility and perfor- 
mance when making its recommendation. It 
considers such factors as the company’s fi- 
nancial structure, size, and management per- 
formance to evaluate the risk in lending the 
company funds. EvEnt decreased the cost to 
process a loan tenfold, helped Evalog process 
more loan applications, and helped minimize 
the bank’s risk exposure. 

Similar successes caused a dramatic swing 
toward commercially viable systems, and ap- 
plications for business and manufacturing 
began to pick up steam. Medical applications 
continued to grow, but not at a similar rate. 
We’ll explore this point further by perform- 
ing a simple test of the survey data. 

First, let’s divide the application areas into 
two categories: commercial and scientific. 
The first category includes systems that pro- 
duce economically beneficial results for or- 
ganizations in business, manufacturing, 
power systems, and transportation. The sec- 

ond category includes systems that produce 
primarily scientific results for chemistry, ge- 
ology, image processing, and space technol- 
ogy. Next, let’s form a ratio of systems de- 
veloped in the commercial category to those 
developed in the scientific category and plot 
this ratio per year. Figure 6 shows the results. 

In the early eighties this ratio remained 
around one-to-one; that is, as many com- 
mercial as scientific applications. The mid- 
to-later eighties showed a two-to-one ratio, 
while the early nineties showed a dramatic 
increase toward commercial applications. So, 
what can we learn from this trend? 

During the seventies AI was a cult activ- 
ity-almost a religion. Researchers centered 
on producing intelligent general-purpose rea- 
soning machines. The fascination of achieving 
this academic challenge drove their efforts. 
By the eighties, when the fuel for the ad- 
vancement of the technology came from sec- 
tors that demanded a retum on their invest- 
ment, researchers began to realize that this is 
not a religious experience but an economic 
one. The trend in Figure &from laboratory 
to industrial applications-is one measure we 
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Figure 6. The ratio per year of developed Commercial expert systems to developed scientific expert systems. 

can use to judge the technology’s value. 
A recent confirmation of this trend oc- 

curred at the Innovative Applications of 
Artificial Intelligence conference in Wash- 
ington, D.C., in July 1993. Of the 16 expert 
systems that received awards, 10 were re- 
lated to manufacturing. These 16 systems 
promised a projected savings of $60 million 
to $150 million per year. 

Our field has moved to the point where we 
are recognized more for our tangible contri- 
butions than our academic ones. This situa- 
tion is no different than that of our predeces- 
sors in traditional programming who took the 
computer technology of the 1940s, devel- 
oped by academia and the military, and 
formed i t  into a valuable tool for the com- 
mercial sectors. 

We are now accountable for our actions and 
would be well advised to consider the words 
of Ron Roberts, a business-applications ad- 
visor with Federal Express. Laying aside the 
philosophical discussions, jargon, and hype 
of AI, he asks, “Does it improve my opera- 
tion, and if so, to what extent relative to the 
required investment?’ The trends seem to in- 
dicate that expert system developers are re- 
sponding to this question. 

Health of software vendors. In recent years, 
some critics have asserted that the expert sys- 
tem software development industry is de- 
clining, indicating that AI is on a downswing. 
They often point to companies that have 
folded their tents, describe the poor perfor- 
mance of some companies, or discuss the ap- 
parent change of heart of some of the leading 
AI vendors. How, then, can we explain the 
disparity between this perceived failure of 
AI and the expanding list of successful in- 
telligent applications? 

To begin with, judging a market by the 
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health of its vendors can be misleading. 
Every new market sees an initial surge in 
suppliers looking to capitalize on the op- 
portunity, with the eventual shakeout leaving 
survivors who have learned to revise their 
products to meet the market’s real needs. 
This is simple survival economics-inno- 
vate or evaporate. In the AI arena, the re- 
maining vendors have become an adaptive 
breed. They have listened to industry’s de- 
mands for affordable, easy-to-use products 
that easily integrate into existing computer 
facilities. 

Consider the merger of Aion and AICorp 
into Trinzic. This marriage was first viewed 
as a consolidation of two AI giants who de- 
cided that it was easier to work together than 
to battle each other at every turn. However, 
they were actually positioning themselves 
better in the marketplace by supplying prod- 
ucts with wider appeal. Without mentioning 
AI jargon, but maintaining AI capability in 
their product, they offer their clients power- 
ful tools that can be embedded in present fa- 
cilities to enhance operations. Although com- 
panies like this can be perceived as turning 
away from their AI roots, they can also be 
viewed as tuning into the market needs to 
broaden their customer base. 

What about the frequent cry of critics that 
AI software sales have declined recently, im- 
plying a weakening of the field? Let’s look at 
the history of tool sales to see if this criticism 
has any substance. 

Until the mid-eighties, sales of expert sys- 
tem development software were primarily to 
universities, the US military, and a few re- 
search groups in major companies. Users of 
this software were principally researchers 
who were exploring the technology’s poten- 
tial. Because these tools were mainly for re- 
search, rather than for solving practical com- 

1988 1989 1990 1991 1992 1993 

Figure 7. Sales of expert system software tools per year. 

mercial problems, the number of tool sales 
was modest. 

This situation changed dramatically in the 
later eighties as the commercial value of de- 
ployed expert systems was realized. Figure 7 
shows sales figures for expert system devel- 
opment tools during recent years as reported 
in the monthly newsletter Intelligent Soft- 
ware S t r a t e g i e ~ , ~ . ~  one of the best publica- 
tions for monitoring the state of the field. 
Total sales have grown an average of ap- 
proximately 16% per year since 1988. 
According to personal correspondence I re- 
ceived from Timothy Biebelhausen, associ- 
ate vice president for investments at Kemper 
Securities, many economists argue that a 
healthy growth rate for any industry is 
around 10% per year. Clearly, there is no ev- 
idence to support the belief of a decline in AI  
based on software sales. 

There has also been an interesting trend in 
the types of AI tools being marketed. Most 
of the tools offered during the eighties were 
advertised for designing systems for a wide 
range of application areas. Recently, vendors 
have begun to market tools to develop sys- 
tems that serve specific problems and do- 
mains, ranging from diagnosis and schedul- 
ing applications to applications that support 
real-time intelligent control in manufactur- 
ing sectors. According to a report by Paul 

these types of tools represent the 
largest growing market for knowledge-based 
tools. He further reports that the “sales of do- 
main- and problem-specific tools in 1992 to- 
taled approximately $43 million, nearly dou- 
ble the 1991 figure of $21 million.” 

Integration. Expert systems technology 
originated in academia, where research was 
relatively isolated from the realities of busi- 
ness data processing. Systems *were devel- 
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oped on specialized AI platforms using soft- 
ware geared to the development of intelli- 
gent programs. End products, for all their 
prowess, often could not run on computers 
used by the commercial sectors or talk to 
conventional software. As such, the devel- 
oped systems served discussions at AI con- 
ferences well, but not the world of business. 

Today, expert systems are built to merge 
with the mainstream of information process- 
ing and are well attuned to the requirements 
for integration posed by real business appli- 
cations. They can interact with dat?ba+, 
spreadsheets, and other conventionqf :rib-- 
grams. Consider Medchec, an expert.sys?eni 
that helps audit medical fnsurance claims?- 

Medchec, developed at Lockheed, detects 
fraud and overcharging by searching through 
billing data in a database to find such items 
as inconsistencies and overbilling. The sys- 
tem reviews the approximately 800 transac- 
tions conducted each day and requires about 
25 seconds per claim. The system saves the 
company approximately $1,500 per day. 

Many other examples exist that show how 
an expert system embedded in established 
computer facilities can work hand-in-hand 
with existing programs to enhance opera- 
tions. The trend toward integration has given 
rise to an interesting phenomenon: the tech- 
nology is helping us but we are not even 
aware of it. Ironically, this situation has fu- 
eled the critics who ask where the technol- 
ogy has gone-the technology has become 
a victim of its own success. 

Object-oriented technology. AI owes much 
to the developments in object-oriented pro- 
gramming. To some extent this debt has been 
repaid; many ideas pioneered by AI re- 
searchers have found their way back into 
OOP. To appreciate OOP’s contributions to 
AI, consider the history. 

The ideas behind OOP date back to the 
forties.8 These ideas, however, were not put 
into practice until the introduction of the 
Simula-97 programming l ang~age .~  Simula, 
a superset of Algol, was designed for de- 
scribing a wide class of discrete event simu- 
lations and implementing them for simula- 
tions. Simula objects represent data and an 
operation on the data. These objects com- 
municate with each other through messages 
to determine their next action. Although 
primitive by today’s standards, Simula pro- 
vided the first insight into the value of OOP. 

The form of OOP we are now accustomed 
to seeing took shape in the seventies with the 
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development of Smalltalk at the Xerox Palo 
Alto Research Center. Although Smalltalk is 
used to develop expert systems, its real value 
is that it offers a user-friendly programming 
environment. Much of the early work using 
Smalltalk focused on the design of user in- 
terfaces. Xerox used Smalltalk to develop the 
interface for the Xerox Star computer, and 
later Apple used a derivative of the Star to 
design the Macintosh’s interface. 

What made Smalltalk easy to use, and 
conceptually appealing, was the extensive 
use of techniques commonly found today in 
OOP languages: class/object representations, 
inheritance, message-passing, and encapsu- 
lation, to name a few. Researchers at Xerox 

TODAI; EXPERT SYSTEMS ARE 
BUILT TO MERGE W T H  THE 

MAINSTREAM OF INFORMATION 
PROCESSING AND ARE WELL 

ATTUNED TO THE REQUIREMENTS 
FOR INTEGRATION POSED BY REAL 

BUSINESS APPLICATIONS. 

found that these techniques enabled a pro- 
grammer to easily perceive an object sys- 
tem’s structure and operation, and to use this 
understanding to efficiently develop an in- 
terface, or for that matter, an entire func- 
tioning program. 

OOP’s intuitive approach was the key to 
Smalltalk’s success. Programming solutions 
frequently followed the methods that hu- 
mans use to address everyday problems. 
(Indeed, these techniques can be traced 
through the history of science as far back as 
Linnaeus (1707-1778), or even further back 
to the writings of Plato.lo) The appeal of an 
object-oriented environment is evident in 
Alan Kay’s work with Smalltalk. Kay found 
that it was easier to teach programming to 
children than to computer professionals. 
Traditional programmers have been “pro- 
grammed” in the ways of traditional pro- 
gramming, so they have difficulty changing 
to the ways of OOP. Being uncontaminated 
by the procedural computer world, children 
find OOP a natural extension of the way 
they solve problems daily. 

Given Smalltalk’s intuitive programming 
environment, coupled with AI researchers’ 
interests in computers representing and rea- 
soning with knowledge similarly to humans, 
it was only natural for these researchers to 
adopt object-oriented techniques. This trend 
was most noticeable during the eighties. 

One of the most important events during 
the eighties that spurred the interest in AI 
was the marketing of expert system devel- 
opment shells. Most of the early shells were 
rule-based. However, given the appeal of 
object-oriented systems, as demonstrated 
by Smalltalk’s success, the demand pushed 
vendors to offer tools with object-oriented 
techniques. These tools, commonly called 
frame-based development programs (but 
sometimes called hybrid tools), usually com- 
bine object-oriented techniques with rule- 
based programming. New procedural lan- 
guages with object-oriented techniques also 
surfaced, such as Objective C, C++, Pascal 
Object, Modula-2, and Lisp extensions such 
as Scoops, Flavors, Loops, and the Common 
Lisp Object System (CLOS). 

Armed with powerful object-oriented 
shells and languages, expert system develop- 
ers took aim at problems that were often out 
of the reach of rule-based approaches. A re- 
view of systems developed during the later 
eighties and early nineties clearly shows a 
swing toward object-oriented techniques.’ 
This trend was due partly to the availability of 
relatively inexpensive frame-based shells that 
ran on a variety of platforms. Two of the ear- 
liest frame-based shells, the Knowledge En- 
gineering Environment from IntelliCorp and 
the Automated Reasoning Tool from Infer- 
ence, offered AI researchers powerful tools, 
but were costly and ran on mainframes or 
workstations, preventing their widespread 
use. In the mid-eighties, vendors began mar- 
keting cheaper object tools, many of which 
ran on a PC. This situation led to the acceler- 
ated development of frame-based expert sys- 
tems. Most important, it open the door at most 
universities for teaching OOP techniques to 
the next generation of AI researchers. 

Vigorous development of object-oriented 
knowledge-based systems continues. Most 
corporations-including many in the Fortune 
500-are focusing on client-server and ob- 
ject-oriented problems. These organizations 
have come to recognize the technology’s 
value, and have used it improve operations. 
They have also come to recognize AI in gen- 
eral, and OOP in specific, as a standard way 
of doing business. Whereas many of these 
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companies first ventured into AI by forming 
a dedicated group of AI specialists, most of 
these specialists now work in the more tra- 
ditional programming departments, where 
they routinely carry on their trade of knowl- 
edge-based programming. 

A look at the recent marketing approach 
of vendors of AI object-oriented tools is also 
revealing. As any good business would do, 
these vendors have kept a finger in the air to 
sense the direction of their clients’ interests. 
They found that although terms such as 
“AI” and “expert systems” might have 
fallen out of favor in some circles, their 
clients still wanted the object-oriented ca- 
pability of their products. To go with the 
flow, these vendors began to advertise their 
products as “intelligent application tools.” 
AI capability was still there, but the idea of 
AI faded into the background. 

This presents an interesting situation: 
companies using AI but not promoting it, and 
vendors marketing products with AI capa- 
bilities but not advertising it. Although aban- 
doning the AI label, both have created a new 
infrastructure on which to build the knowl- 
edge-based technology that should flourish 
in the latter part of the nineties. The irony: 
even if the spotlight is no longer on AI, AI’s 
contributions will continue to positively af- 
fect future information processing, only 
under other labels. 

Technology culture. New technology often 
has difficulty gaining a foothold in an orga- 
nization. One reason is that individuals might 
view it with a cautious eye: They might be 
skeptical of its value and, in extreme cases, 
resent or even fear its introduction into the 
workplace. Ths attitude can prevent its early 
or even eventual acceptance. If the technol- 
ogy can pass -this initial inspection and 
demonstrate that it is a potential ally for en- 
hancing operations, then the chances of its 
long-term survival will improve and much 
of the early concerns will fade from mem- 
ory. A good example of this is the PC as a 
word processor. As these devices were being 
installed in offices, secretaries treated Jhem 
like the plague and sought safety by firmly 
grabbing hold of their typewriters. When 
they gave the technology a chance, they 
quickly saw its benefits and retired their type- 
writers to collect dust on the shelf. 

During the past decade, expert systems 
technology has been emerging from its R&D 
phase and is steadily taking a position in the 
corporate world. However, given its innova- 
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tive nature-particularly with its ties to the 
AI label-it receives very close initial in- 
spection. In many cases, it is accepted on pro- 
bation while the company studies its impact 
on both operations and the corporate culture. 

One of the earliest and best examples of 
the rough road that an expert system project 
might travel is John McDermott’s experi- 
ence when developing R1, later called Xcon. 
Xcon was an expert system to help Digital 
Equipment Corporation personnel config- 
ure VAX systems. An expert system ap- 
proach to computer configuration repre- 
sented an entirely different style, one that 
some management personnel met with skep- 
ticism. McDemott reported, 

THE IRONE ~m IF THE 

AI, AI’s CONTRIBUTIONS WILL 
SPOTLIGHT IS NO LONGER ON 

CONTINUE TO POSITFELY 
AFFECT FUTURE II.NFORIMATION 
PROCESSNG, ONLY UNDER 
OTHER LABELS. 

The only reason we were asked to build the ex- 
pert system was that the problem was bother- 
ing some~people enough so that they were will- 
ing to try anything.” 

Xcon became a huge success, partly be- 
cause McDermott was sensitive to the con- 
cerns of individuals in DEC about the new 
technology. He proceeded in a low-profile 
manner: never promising more than could be 
delivered and providing frequent demon- 
strations that illustrated the system’s value. 
Following successful demonstrations, he 
found that the skepticism was replaced not 
with belief, but with caution and hope. He 
was also fortunate to be worlang closely with 
technical personnel who were receptive to a 
new technology and were willing to accept 
any small failures along the way. Xcon’s 
achievement also caught the attention of oth- 
ers in DEC, which led to the development of 
other expert system applications. A similar 
story unfolded at DuPont, whose venture into 
the field began with the development of a 
few small expert systems, leading later to the 
design of over 200 systems. 

Future successful deployments of expert 
systems will probably follow the course of 
the past. Companies new to the technology 
will seek potenbally cost-effective places for 
the introduction of expert systems that have 
some benefit but low nsk. Learning about the 
technology’s applicability is of primary im- 
portance to these organizations Companies 
that have already successfully tested the 
water will likely expand their program with 
additional applications, much in the same 
way as DEC and DuPont. 

NCE THE FIRST SUCCESS STO- 
nes produced by computer programs fueled 
by knowledge, much has been expected and 
much has been delivered. We have witnessed 
a technology mature from a laboratory cu- 
riosity into a valuable tool for assisting 
human decision making. We have seen it ap- 
plied over a wide range of apphcatlons from 
helping mine managers plan mning activi- 
ties, to helping farmers avoid pest infesta- 
tions, to controlling life-support systems 
aboard a space statlon. We have also seen the 
birth of a new industry-one based on 
knowledge programming. AI vendors, AI 
consultants, AI joumals and conferences, AI 
special interest groups, AI research groups 
in companies and governments, AI courses 
in universities, AI government fundmg, and 
AI development in major corporations The 
credit for this success story goes to two 
sources. the people and the technology 

From the time the developers of Dendra1 
first met with the expert chemst, through the 
time Prospector hscovered a valuable min- 
eral deposit, the early developers of these 
systems labored to make this new and some- 
times fragile technology work. We often take 
for granted today the techniques first pio- 
neered by these individuals. We need to also 
recognize the later practitioners who molded 
the technology into an effective tool for ad- 
dressing real-world problems. 

In this article I’ve focused on the technol- 
ogy’s success in the commercial sectors. 
Many developers have leveraged the tech- 
nology to increase productivity and profits 
through better business decisions. Dunng the 
past decade, the technology has won many 
converts in these sectors. For example, Ron 
Roberts of Federal Express believes that AI 
may be the most sigmficant influence in how 
businesses use automation since the inven- 
tion and introducbon of the computer 
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