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Abstract

Given the knowledge that the same or similar objects
appear in a set of images, our goal is to simultaneously
segment that object from the set of images. To solve this
problem, known as the cosegmentation problem, we present
a method based upon hierarchical clustering. Our frame-
work first eliminates intra-class heterogeneity in a dataset
by clustering similar images together into smaller groups.
Then, from each image, our method extracts multiple lev-
els of segmentation and creates connections between re-
gions (e.g. superpixel) across levels to establish intra-image
multi-scale constraints. Next we take advantage of the in-
formation available from other images in our group. We
design and present an efficient method to create inter-image
relationships, e.g. connections between image regions from
one image to all other images in an image cluster. Given the
intra & inter-image connections, we perform a segmenta-
tion of the group of images into foreground and background
regions. Finally, we compare our segmentation accuracy
to several other state-of-the-art segmentation methods on
standard datasets, and also demonstrate the robustness of
our method on real world data.

1. Introduction
The segmentation of an image into foreground and back-

ground is a difficult problem in computer vision. Com-
pletely unsupervised methods of image segmentation typ-
ically rely on local image features, and thus lack the nec-
essary contextual information to accurately separate an im-
age into coherent regions. On the other hand, supervised
methods of image segmentation can produce good results,
but usually require large datasets of manually labeled train-
ing data. Not only is training data expensive and tedious
to collect, most training sets are several orders of magni-
tude too small in comparison to human level recognition.
Interactive, or semi-supervised, segmentation methods at-
tempt to address the disparity between fully automatic and
fully supervised image segmentation, but typically still re-

Figure 1. Overview of our framework. We first seek to reduce
intra-class heterogeneity by obtaining small groups of similar im-
ages through image clustering. Then, we perform an automatic
hierarchical segmentation on these images to acquire several lay-
ers with varying degrees of segmentation specificity. We can then
create a graph with intra-image constraints and inter-image edges
and solve for the optimal cut across all images in a group.

quire human intervention on each individual image. We
seek to further eliminate this individual image dependency
by performing automatic image segmentation on weakly
supervised data. In the context of this paper we define
a weakly supervised set of images as a collection of im-
ages that are known to contain instances of an object class.
Knowing that a similar object appears in a set of images pro-
vides us with the necessary contextual knowledge to better
segment an image into two classes, foreground and back-
ground.

In recent literature, this problem has been identified as
the cosegmentation problem [19]. However, the cosegmen-
tation problem encompasses a large range of variability and
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difficulty. For example, the problem can be formulated with
a completely automatic segmentation of the same object
among an image pair under angle or illumination changes
[19, 23, 21]. On the other end of the spectrum, the problem
can utilize training, and/or interactive methods to segment
a large number of images with high intra-object variabil-
ity [24, 2]. In our work, we address the difficult problem
of completely automatic segmentation from weakly super-
vised data with high intra-class heterogeneity. An overview
of our system can be seen in Figure 1. Specifically, our con-
tributions are as follows: we develop a segmentation frame-
work that clusters weakly supervised data into globally ho-
mogeneous groups. Within these groups, we perform a hier-
archical segmentation and introduce our constrained affinity
matrix that describes how to connect segmentation layers
together. We show that the segmentation using our single
image, multi-layered representation already improves upon
current multiscale image approaches. On top of this frame-
work, we propose a novel inter-image connection method-
ology that can efficiently handle large numbers of images.
Our inter-image affinities are only calculated among the
coarsest levels of segmentation, thus greatly reducing the
number of computations needed to define the inter-image
relationships. We build a graph and solve a normalized
Laplacian matrix for the top eigenvectors using an efficient
optimization method. Finally, we show our framework is
adept at segmenting similar objects in a standard set of im-
ages as well as in larger, and more heterogeneous datasets
that exist in the real world.

2. Background & Related Work
The problem of cosegmentation was first addressed by

Rother et al. [19] using histogram matching and a mod-
ified MRF framework. The MRF includes an additional
term that penalizes the energy formulation when the fore-
ground region histograms differ. Since then, the topic has
been explored across various degrees of foreground similar-
ity for segmentation. Hochbaum and Singh [13] utilized an
efficient MRF optimization which rewarded affinities rather
than penalized differences in order to segment the same ob-
ject with differing backgrounds. Sun et al. extracted the
foreground from background using a MRF framework un-
der a camera flash illumination change [21]. Ferrari et al.
[11] used images of the same object to create a shape model
of an object for detection and segmentation. In other re-
lated works, the cosegmentation approach has also been
performed across image sequences [7, 15]. Slightly differ-
ent variations to the MRF/graph cut [5] formulations and
classification framework have been proposed to perform
cosegmentation or object detection [23, 6, 8] where the only
constraint is that the objects in the foreground are similar.
Moving away from completely unsupervised methods, oth-
ers have improved classification rates by incorporating an

element of object training [24, 12] or interaction [2].
A different class of cosegmentation methods uses graph

partitioning to solve the foreground/background partition.
The benefits of these methods are that they find the global
optimum cut, and do not require any prior models. These
related works follow the popularity of spectral graph theory
akin to normalized cuts [20] where the solution involves an
eigen-decomposition of a graph Laplacian matrix. Yu and
Shi [26] introduced how to incorporate a bias term and solve
the system using an efficient optimization framework, while
Cour et al. [9] utilized a multiscale graph bias to solve the
multiscale normalized cut on a single image. One of the
first proposals to use spectral cosegmentation was the work
by Toshev et al. [22] where they perform the segmentation
of co-salient regions. Later, Joulin et al. [14] again demon-
strated the effectiveness of this model in a cosegmentation
framework by utilizing a normalized Laplacian with a spa-
tial consistency term.

Following these works, we seek to create an efficient
spectral segmentation framework that is robust on single
images as well as across large scale, heterogeneous weakly
supervised datasets. Several works utilized superpixels,
or larger coherent regions within images, to speed up the
cosegmentation problem [14, 16], but remain solely in one
superpixel dimension; they do not further take into account
the benefits of a hierarchical or multiscale representation as
shown by Cour et al. [9]. Further, effective and efficient
inter-image connections are continuing research problems
[22] with cosegmentation. In our work we directly address
these issues in a hierarchical clustering framework. We are
able to intuitively encapsulate local affinities within an im-
age, constraints across different hierarchical segmentations,
and global affinities efficiently connected across images.

We will utilize the normalized cut criterion to solve for
an optimal partitioning of an image into foreground and
background regions. We construct a graph G = (V,E,W ),
with graph nodes V , graph edge E, and affinity W (i, j)
which measures the likelihood that node i and j belong
to the same class. Let D be a diagonal matrix where
D(i, i) =

∑
jW (i, j). Let X be a N × 2 partition matrix

where X ∈ {0, 1}N×2, and X(i, c) be the indicator func-
tion that equals 1 if node i ∈ Vc (i.e. belongs to partition c),
and 0 otherwise. The 2-way normalized cuts criterion can
be expressed as the optimization of X ,

maximize ε(X) =
1
2

2∑
c=1

XT
c WXc

XT
c DXc

s.t.X ∈ {0, 1}N×2

X12 = 1N

(1)

Where 1N is a N × 1 vector of all 1’s. This system can be
relaxed into a constrained eigenvalue problem and solved
by linear algebra as shown by Yu and Shi [26].



3. Methodology

To handle a large number of images and high variabil-
ity within these images we first perform a series of pre-
processing steps, including global image clustering, and hi-
erarchical superpixel segmentation. After the preprocessing
steps, we build a normalized Laplacian matrix, constrained
by our superpixel hierarchy and weighted by both intra-
image and inter-image connections. Finally, we solve for
the first K(= 2) eigenvectors of our graph Laplacian ma-
trix utilizing an efficient optimization method shown to be
linear to the number of pixels (in our case superpixels).

3.1. Clustering for Intra-class Heterogeneity

Although the images in weakly supervised data belong
to the same class, intra-class variability may be detrimental
to the cosegmentation problem [24, 16]. In order to deal
with large datasets with large intra-class variability, we first
perform an image level clustering on the dataset. For each
image I in the dataset, we extract three global image fea-
tures, a pyramid of LAB colors, a pyramid of HOG features,
and a histogram of SURF features.

Pyramid of LAB colors - The pyramid of color his-
togram features, PLAB, represents the various color regions
present in an image. We convert the pixel colors into the
perceptually uniform L∗a∗b∗ color space. Our PLAB de-
scriptor is also able to represent local image color and its
spatial layout [17]. For each channel of the color space,
we extract 3 pyramid levels, with a 16 bin histogram from
each region. A pyramid is constructed by splitting the image
into rectangular regions, increasing the number of regions at
each level. Thus, a single channel histogram consists of 336
bins, and our complete PLAB descriptor consists of 1008
bins.

Pyramid of HOG textures - Similar to our color fea-
tures, we represent texture as a pyramid histogram of ori-
ented gradients, or PHOG feature [4]. The PHOG descrip-
tor represents local image shape and its spatial layout. If we
use an 8 bin orientation histogram over 4 levels, the total
vector size of our PHOG descriptor for each image is 680
bins.

Histogram of SURF features The SURF feature [3]
(Speeded Up Robust Feature) is a scale and rotation invari-
ant detector and descriptor. We detect and extract SURF
features across an entire dataset. Using k-means, we vec-
tor quantize the SURF vectors into a codebook containing
1000 visual words.

With these three feature descriptions, we can perform an
image level k-means clustering to split the dataset into sev-
eral groups, G. On a large dataset, we typically assign k
in order to have 10-20 images per group. By performing
cosegmentation on these smaller groups we can increase the
accuracy of our final result.

3.2. Superpixel segmentation

Figure 2. A hierarchical superpixel segmentation of a bird image
using gPb-owt-ucm into four layers. The bottom layer l(= 1)
(left) is the most detailed; whereas, the top layer l(= 4) (right) is
most coarse. Additionally, on the top layer, we visualize the SURF
features present in the highlighted region.

For every image in the dataset, we perform a low level
segmentation of our image into several hierarchical layers,
l = 1..L, where in our experiments we set the number of
layers (L = 4). Any hierarchical segmentation method can
be used; however, we have found that the gPb-owt-ucm [1]
method produces the best results. Using the gPb-owt-ucm
segmentation, the bottom layer, l = 1, typically contains
300-500 superpixels, whereas the very top layer, l = 4, typ-
ically contains 5-15 regions, see Figure 2.

For each superpixel region, we extract 2 histogram fea-
tures and 4 scalar features. These features are 32-bin LAB
color histogram (one for each channel), 64 bin codebook
histogram of SURF features, centroid x position, centroid y
position, superpixel area, and superpixel eccentricity.

3.2.1 Intra-image Edge Affinity

Within each hierarchical segmentation layer, we define an
edge affinity between neighboring superpixels. The simi-
larity of superpixels is determined by comparing their cor-
responding LAB color histograms, weighted by the length
of the shared border between superpixels. Mathematically
speaking, we define the edge affinity as,

W (i, j) =
α(i, j)∑

k∈Ni α(i, k)
∗ e−||χ

2(Hi,Hj)||2/σH (2)

Where α(i, j) represents the shared border between super-
pixels, i and j, H represents the 3 channel LAB color
histogram of the superpixel, σH represents the variance
of all distances between color histograms of neighboring
superpixels, and Ni represents the neighbors of i. For
the distance measure between two histogram-like feature
vectors, hX and hY , we use the χ2 measure defined as,



χ2(hX , hY ) = 1
2

∑K
k=1

[hX(k)−hY (k)]2

hX(k)+hY (k) , where K is the to-
tal number of bins present in the feature vectors (= 32 for
each LAB channel).

To obtain the shared border length between two super-
pixels, we first represent the superpixel regions as a con-
nected component matrix, C, with each superpixel region
having a distinct superpixel id. Then, we can compute the
gray level co-occurance matrix (GLCM) over the matrix of
size n×m, where the n is equal to the image height (in pix-
els) and m is equal to the image width. The GLCM value,
and equivalently the shared border is computed by,

α(i, j) =
n∑
p=1

m∑
q=1

{
1, if C(p,q) = i and C(p+1,q+1) = j
0, otherwise

(3)
To incorporate the various segmentation layers of an im-

age into our system, we utilize a multiscale normalized cuts
approach [9] and augment the partitioning matrix in Equa-
tion 1 to become Xl ∈ {0, 1}Nl×K at hierarchical layer l,
Xl(i, c) = 1 if the superpixel node i ∈ Vc. The hierarchical
partitioning matrix X and affinity matrix W are defined as,

X =

X1

...
XL

 ,W =

W1 0
. . .

0 WL

 , (4)

We build a constraint such that the smaller superpixels
in a lower segmentation layer should have some sort of
class consistency with the encompassing superpixel in the
higher layer. Therefore, we define a child/parent relation-
ship where the child of superpixel i is defined as d ∈ Di,
where the area of d is completely enclosed by the area of i,
and d and i exist in neighboring layers, i.e. ld = li−1. This
definition assumes that the low level segmentation method
to create the superpixels has the property that any super-
pixel in the lower segmentation layer has one and only one
parent. In other words, the outer superpixel borders of Di

equal the borders of i.
We can now define the relationship between two layers

by measuring the fractional area of a child node in rela-
tion to its parent area, using constraint matrix, Cl,l+1 of size
Nl+1 ×Nl, defined as,

Cl,l+1(d, i) =
{
Ad/Ai if d ∈ Di
0 otherwise (5)

Where the area of superpixel d and i are represented by
Ad,Ai, respectively, and the constraint across hierarchical
layers in image I is defined as,

C =

 C1,2 − I2 0
. . . . . .

0 CL−1,L − IL

 ,

s.t. CX = 0

(6)

We will see in the following sections how the constraint ma-
trix can be used to project our result into a feasible solution
space.

3.2.2 Inter-image Edge Affinity

Just as we are able to simultaneously segment multiple lay-
ers within an image, we seek to simultaneously segment
a set of images. Let I1..G denote the images in a cluster
group. We again augment our weight matrix, W matrix, by
putting the W 1..G’s from each image on the diagonal, and
augment our constraint matrix, C, in the same way. Simi-
larly, we extend our partitioning matrix to encompass all the
superpixels from all the hierarchical layers within group, G.
Our new formation becomes,

X =

X
1

...
XG

 ,W =

 W 1 R
. . .

RT WG

 , C =

 C1 0
. . .

0 CG

 ,

(7)
Where R is a sparse matrix that describes our inter-image
relationships. This final representation can be seen in Figure
3.

If we were to augment our weight matrix and solve the
normalized cut, without including the constraint matrix, all
the superpixels in our image group would be considered
independently (similar to the approach by [14]). This is
because we lose the intra-image connections across layers.
However, simply adding the hierarchical layer constraints
matrix results in a trivial solution where the separation of
classes occurs at image boundaries, rather than within im-
ages.

In order to propagate the cut inside the individual im-
ages, connections must be made between images. Unfortu-
nately, there are no explicit relationships that exist between
images as we saw before with the hierarchical layer con-
straint. Assuming a dataset containing images of n × m
pixels, the number of possible connections between every
pixel in each images becomes O(n2m2), which is imprac-
tical (and in most cases, nonsensical) to implement. Thus,
we exploit our layered segmentation hierarchy to create ef-
ficient inter-image weight connections. At the l(= 4) level,
where the typical number of regions ranges between 5-15
total regions, we consider a fully connected graph, where
each large region is connected to every other l(= 4) level
within our dataset. The weights of these edges are com-
puted by the region affinities defined by,

R(i, j) = β(i, j)∗e−λ1
||χ2(Hi,Hj)||

2

σH
−λ2

||χ2(Si,Sj)||
2

σS
−λ3F (i,j)

(8)
Where S represents a 128 bin histogram containing the fre-
quency of SURF responses in our codebook. The three



Figure 3. An illustration of our constructed graph between two images. An image is hierarchically segmented into a number of layers
where the intra-image affinities, W , are defined between neighboring superpixels, weighted by the length of the shared border shown in
red. The hierarchical constraints between layer segmentations are illustrated by the yellow connections. These connections are defined
in our constraint matrix, C. The inter-image affinities, R, are made between images at their coarsest level of segmentation. A fully
connected graph is considered and then the number of edges are trimmed, as illustrated in green. (Note: yellow and green connections are
visualizations and not the actual edges).

scalar value affinities e.g. x,y centroid positions and eccen-
tricity, are contained in a vector F , where the difference is
measured by euclidean distance,

F (i, j) = ||Fi − Fj ||2/σF (9)

In our experiments, we set the λ1, λ2, λ3 = 1. For the
edge weight strength between two regions, we define β(i, j)
as the symmetric strength determined by the total affinity
weight of image I and image J , divided by the number of
edge connections between the two images, i.e.,

β(i, j) = β(I,J ) =

{ P
WI+

P
WJ

IN4×JN4
, if β(I,J ) > t

0, otherwise
(10)

Where i ∈ I and j ∈ J . Recall that N4 indicates the
total number of superpixels in L = 4. Additionally, t is
an adaptive threshold on β(I,J ) that trims the total num-
ber of connections between images to maintain only the top
matching cases (∼40%). This threshold has the benefit of
maintaining smoothness in our final resulting segmentation.
If too many opposite labeled neighborhood connections are
made, superpixel islands have a tendency to appear.

3.3. Graph Cosegmentation

Finally, we can solve for our binary partition matrix X .
Let P = D−

1
2WD−

1
2 be the normalized affinity matrix.

As we can see, all of the images in our group are contained
in our affinity matrix; therefore, our system has the benefit
of computing an image segmentation across all images si-
multaneously. We incorporate our intra-image constraint C
by creating Q as a projector onto the solution space,

Q = I −D− 1
2CT (CD−1CT )−1CD−

1
2 (11)

We solve the matrixQPQ for the firstK(= 2) eigenvectors
V as described by the general Rayleigh-Ritz Theorem in
[26]. Because V is continuous, we normalize V and search
for the best rotation to a discrete solution X . Thus, our
final solution satisfies the binary and exclusion constraints
in equation 1. Also, the solution to QPQ is shown to be
linear to the number of superpixels if Q is expanded to a
chain of smaller matrix-vector operations [9]. Thus, we can
efficiently compute the cosegmentation over large groups
of images. We note that with our formulation, it is trivial to
extend our formulation to find more than 2 graph partitions,
e.g. K > 2.

4. Experiments and Results

We perform experiments on two datasets, the MSRC
[25] dataset and ImageNet [10]. The MSRC dataset con-
tains 591 images from 23 object classes. Additionally, the
pixel level ground truth labeling is given. The ImageNet
database is an enormous database that contains the nouns of
the WordNet hierarchy. As of November 2011, ImageNet
contains over 14 million images and 21,000 synsets. Be-
cause ground truth is not available for ImageNet, we will
utilize the bounding boxes provided by ImageNet users as
our ground truth labeling.

For our quantitative results, we measure the overlap of
our segmentation with ground truth defined as |R1∩R2|

|R1∪R2| .
Also known as the Jaccard coefficient, this quantitative eval-
uation metric is used by the PASCAL VOC community and
commonly used for other region comparisons.



4.1. MSRC dataset

For the MSRC dataset, we ran experiments on 13 classes
of images containing 30 images each. For the experiments,
we randomly select 100 pairs of images within a class and
perform a cosegmentation on these pairs. We report the
mean overlap score in Table 1 with comparisons against
2 state-of-the-art methods in cosegmentation [14, 16]. For
two of the methods [14, 16], we ran identical experiments
to ours with their publicly available code. In both cases, we
used their default parameters, but in the code of [16], the de-
fault number of segments was k=4. To come up with a final
foreground, background segmentation using this method,
we chose the best combination of regions as the final seg-
mentation for their result. Also, for this method, we use Tur-
bopixels [18] to generate the underlying superpixel repre-
sentation as this was the default method included with their
code. For [14], there was no specified default superpixel
code, so for this method, we utilized the same superpixel
code as used by our method, gPb-owt-ucm [1].

In addition to several cosegmentation methods in Table
1, we also report the results of our method using only a sin-
gle image. As a baseline comparison for our single image
implementation, we also compare with MNcut [9]. For the
single image algorithms, we set k=2 and choose the region
that provides the best accuracy to the ground truth.

As shown in Table 1, our multi-image cosegmentation
method consistently scores among the top performers in
nearly all categories. Additionally, our single image seg-
mentation is an improvement from the traditional MNcut
algorithm in all categories but one. Of particular interest is
the signs category where both single image methods (our
single image method and MNcut) are more accurate than
all three cosegmentation methods. Here, it appears that the
sign images stand out well on their own, but when coupled
with another random sign image, the cosegmentation accu-
racy drops. A feasible explanation may be that signs were
designed in the real world to, 1. stand out from their sur-
roundings to be easily seen, and 2. not look like other signs
so they can be quickly and easily distinguishable from each
other. From our quantitative evidence, it appears that these
signs are well designed for real world use.

For our qualitative results, we provide a visual compar-
ison of our method in Figure 4. To obtain these results,
we cluster the images in the dataset, using the method de-
scribed in Section 3.1, such that the number of images in
each cluster ranges from 4-8 images. Given a group, G, we
cosegment the images in that group, and visualize the re-
sults of one of the images in that group. All cosegmentation
methods are given the same images as their input. Similar
to our quantitative results, we also show our single image
results with a comparison to multiscale normalized cuts.

Table 1. Results on several classes from the MSRC dataset. We
compare the overlap score of our method to three other state of the
art algorithms for automatic image segmentation.

Multi
image

Single
image

CoSand
[16]

DClust
[14]

MNcut
[9]

Bike 42.1 39.5 42.3 42.0 40.8
Bird 32.8 29.5 31.7 30.3 28.1
Car 54.4 49.5 56.2 61.6 43.5
Cat 44.6 40.3 41.7 40.9 37.6
Chair 42.9 41.0 39.9 42.3 33.2
Cow 52.3 50.8 40.1 35.5 38.9
Dog 42.1 38.9 41.9 45.3 32.2
Face 37.6 35.5 36.7 39.4 33.9
Flower 58.9 53.7 53.8 43.1 45.1
Plane 32.7 29.5 35.1 26.5 27.3
Sheep 62.1 59.1 43.8 36.1 41.7
Sign 53.3 60.1 51.7 52.6 58.8
Tree 61.2 58.5 58.9 62.0 47.3

4.2. ImageNet dataset

To evaluate our framework on more diverse, large scale
datasets, we chose to test on ImageNet. Because the images
collected by ImageNet are categorized into synsets, we are
able to view synset groups as weakly supervised datasets.
For our experiments, we randomly selected six synsets that
contained over 1,000 images each. We randomly select a
subset of 200 images from each synset where ground truth
bounding boxes are available and cluster them into homoge-
neous groups that typically contain 10-20 images. Our clus-
tering step has both a computational and accuracy benefit.
Computationally, it reduces the number of images and inter-
image connections in our cosegmentation. Without this sig-
nificant reduction, we would need to perform more aggres-
sive pruning in Equation 10, or produce a more coarse seg-
mentation at the highest level to improve scalability. In
terms of accuracy, the clustering step typically improves
the overlap score by 1-5%. A more significant accuracy im-
provement is not observed because our inter-image affinities
already drop weak connections that exist between dissimilar
images.

We present our multi image and single image results in
Table 2, and compare with the results of CoSand [16] and
MNcut. For large databases such as these, we perform the
superpixel segmentations and feature extraction steps of-
fline. Additionally, we can save more time by precomputing
the W matrix for each image. Thus, the only computation
that is variable in our cosegmentation are the inter-image
edges, that will change with different groups or numbers
of images. Typically this precomputation step takes 10-15
minutes per group of 10 images on an Intel Xeon 2.53 GHz
processor with 24 GBs of RAM. We store these features
in a MySQL database for fast indexing and retrieval. Af-



(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(a) (b) (c) (d) (e) (f)
Original Image Multi image CoSand [16] DClust [14] Single image MNcut [9]

Figure 4. Original image shown in column (a). Column (b), (c), and (d) are results from multi image cosegmentation methods, where (b)
is our method, (c) is from [16] and (d) is [14]. For these results, we cluster the MSRC dataset into k = 5 groups, resulting in an average of
6 images per group. These groups are cosegmented, and a random image from one of the groups is displayed here. In (e) & (f) we show
results from single image spectral decompositions where our result is in (e) and the baseline algorithm, MNcut [9], is shown in (f).

ter performing these steps, the cosegmentation of a group
of 10 clustered images can be performed in 30-60 seconds.
Several examples can be seen in Figure 5.

5. Conclusion
We presented an efficient method for image cosegmen-

tation. We introduced a hierarchical framework that ef-
fectively captures local image information from a single
image. We represent these intra-image connections in an
affinity matrix constrained by superpixel parent/child re-

lationships. In fact, one could even think of our intra-
image layer representation as a single image cosegmenta-
tion method (each layer as its own image). Furthermore,
we proposed novel inter-image connections between im-
ages in a small cluster that exploit our hierarchical frame-
work. From our quantitative and qualitative results, we
show that our multi image cosegmentation method is ef-
fective and robust for large datasets with intra-class hetero-
geneity.



Table 2. Results on several synsets from the ImageNet dataset. We
compare the overlap score of our method to CoSand and MNcut.

Multi
image

CoSand
[16]

Single
image

MNcut
[9]

cannon1 42.9 43.1 36.7 33.2
chihuahua2 50.3 49.0 46.2 45.3
hammer3 45.9 42.8 43.2 41.1
pineapple4 52.5 48.6 42.7 40.3
stingray5 46.1 52.9 44.2 40.5
tennis ball6 48.2 44.6 38.2 35.1

synsets: 1n02950826, 2n02085620, 3n03481172, 4n07753275,
5n01498041, 6n04409515

(a) (b) (c)

Figure 5. (a) Original images from ImageNet with superpixel seg-
mentations (b) and final results (c). These pairs of images be-
longed to the same clustered group.
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