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Abstract. Radiologists routinely examine medical images such as X-
Ray, CT, or MRI and write reports summarizing their descriptive find-
ings and conclusive impressions. A computer-aided radiology report gen-
eration system can lighten the workload for radiologists considerably and
assist them in decision making. Although the rapid development of deep
learning technology makes the generation of a single conclusive sentence
possible, results produced by existing methods are not sufficiently reliable
due to the complexity of medical images. Furthermore, generating detailed
paragraph descriptions for medical images remains a challenging prob-
lem. To tackle this problem, we propose a novel generative model which
generates a complete radiology report automatically. The proposed model
incorporates the Convolutional Neural Networks (CNNs) with the Long
Short-Term Memory (LSTM) in a recurrent way. It is capable of not only
generating high-level conclusive impressions, but also generating detailed
descriptive findings sentence by sentence to support the conclusion. Fur-
thermore, our multimodal model combines the encoding of the image and
one generated sentence to construct an attention input to guide the gen-
eration of the next sentence, and henceforth maintains coherence among
generated sentences. Experimental results on the publicly available Indi-
ana U. Chest X-rays from the Open-i image collection show that our pro-
posed recurrent attention model achieves significant improvements over
baseline models according to multiple evaluation metrics.

1 Introduction

A radiologist completes a radiology report, by analyzing images from an exam-
ination, recognizing both normal and abnormal findings, and coming to a diag-
nosis. This process of medical image interpretation and reporting can be error-
prone, however, even for experienced specialists. Where the discrepancies can
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Ground TruthRecurrent AƩenƟonInput Image
Findings: The heart size and mediasƟnal contours 
appear within normal limits. No focal airspace 
consolidaƟon , pleural effusion or pneumothorax. No 
acute bony abnormaliƟes.
Impression: No acute cardiopulmonary finding.

Findings: The heart size and mediasƟnal silhoueƩe are 
within normal limits for contour. The lungs are clear. 
No pneumothorax or pleural effusions. The XXXX are 
intact.
Impression: No acute cardiopulmonary abnormaliƟes.

Findings: The heart size and mediasƟnal silhoueƩe are 
within normal limits for contour. The lungs are clear. 
No focal airspace consolidaƟon. No pleural effusion or 
pneumothorax. Normal cardiomediasƟnal silhoueƩe. 
Heart size is normal.
Impression: Clear lungs. No acute cardiopulmonary 
abnormality.

Findings: MediasƟnal contours are within normal 
limits. Heart size is within normal limits. No focal 
consolidaƟon, pneumothorax or pleural effusion. No 
bony abnormality. Vague density in right mid lung, 
XXXX related to scapular Ɵp and superimposed ribs. 
Not visualized on lateral exam.
Impression: Vague density in right XXXX, XXXX related 
to scapular Ɵp and superimposed ribs. Consider 
oblique images to exclude true nodule. 2. No acute 
cardiopulmonary abnormality.

Fig. 1. Examples of original reports vs. reports generated by our recurrent atten-
tion model. Note that, Findings is a paragraph containing some descriptive sentences;
Impression is a conclusive sentence. XXXXs are wrongly removed keywords due to
de-identification.

come from the lack of knowledge or faulty reasoning by radiologists, staff short-
age and excess workload also contribute to the errors in radiology reports [1].
To reduce workload and error occurrences, an automated or computer-aided
reporting system can be helpful. An illustration of the automated report gen-
eration problem is shown in Fig. 1. The inputs are medical images of the same
human subject from different views. In the resulting report, Impression is a
single-sentence conclusion or diagnosis, and Findings is a paragraph contain-
ing multiple sentences that describe the radiologist’s observations and findings
regarding different regions in the images.

Most of the existing literature related to the report generation problem are
based on deep learning technologies, following the encoder-decoder architecture
originally used for machine translation [2]. While generation of the conclusive
impression can be done by existing image captioning models that describe an
image with a single sentence [15,19,20], Recurrent Neural Networks (RNNs) used
by these existing models are known to be incapable of handling long sequences
or paragraphs due to vanishing or exploding gradients [17]. Long Short-term
Memory (LSTM) [8] alleviates this issue to some degree with a gating mechanism
to learn long-term dependencies, but it still cannot completely prevent gradient
from vanishing and thus is hard to model a very long sequence.

To generate a paragraph description, which is a very long sequence, some
pioneering works have been done in the domain of natural image caption-
ing, with hierarchical recurrent networks [12,13,21]. Mostly they use two lev-
els of RNNs for paragraph generation: first, a paragraph-level RNN generates
some topics, then a sentence-level RNN takes the topics as input and gen-
erates corresponding sentences. In [12,13], the authors utilize a pre-trained
dense-captioning model [10] to detect semantic regions of the images. However,
such pre-trained models are often not available for medical images. Toward the
goal of medical image annotation, Shin et al. [18] proposed a deep learning
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framework to automatically annotate chest x-rays with Medical Subject Head-
ings (MeSH) annotations for the first time. They use a CNN to classify the
x-ray images with different disease labels. RNNs are then trained to describe the
contexts of a detected disease with more details. Furthermore, a cascade model
is applied to combine image and text contexts to improve annotation perfor-
mance. Zhang et al. [22] establish a direct multimodal mapping from medical
images to diagnostic reports. They use an auxiliary attention sharpening (AAS)
module to learn the image-language alignments more efficiently. However, their
generated diagnostic reports are limited to describing five types of cell appear-
ance features, which makes their problem less complex than general radiology
report generation. Jing et al. [9] adopt the hierarchical generation framework
from [12] to generate detailed descriptions of medical images along with a co-
attention model which can simultaneously attend to both visual and semantic
features. Their work achieved impressive results on the IU chest x-ray dataset [4],
although some repetitions can be found in their generated reports because their
hierarchical model does not take contextual coherence into consideration.

In this paper, we focus on the generation of a findings paragraph. We break
down the paragraph generation task into easier subtasks, where a subtask is con-
cerned with generating one sentence at a time. To guarantee the intra-paragraph
dependency and coherence among sentences, we develop a recurrent model, in
which a first sentence is generated and then each succeeding sentence is generated
by taking the encodings of both its preceding sentence and the image, as joint
inputs. The main contributions of our work toward automated radiology report
generation are: (1) we propose a novel recurrent generation model to generate
the findings paragraph, sentence by sentence, whereby a succeeding sentence is
conditioned upon multimodal inputs that include its preceding sentence and the
original images, (2) we adopt an attention mechanism for our proposed multi-
modal model to improve performance. Extensive experiments on the Indiana U.
Chest x-rays dataset demonstrate the effectiveness of our proposed methods.

2 Methodology

Assume we are generating a findings paragraph that contains L sentences. The
probability of generating the i-th sentence with length T satisfies:

P(Si =w1, w2, ..., wT |V ; θ)

= P(S1|V )

i−1∏

j=2

P(Sj |V, S1, ...Sj−1)P(w1|V, Si−1)
T∏

t=2

P(wt|V, Si−1, w1, ...wt−1),
(1)

where V is the given medical image, θ is the model parameter (we omit the θ
in the right hand side), Si represents the i-th sentence and wt is the t-th token
in the i-th sentence. Similar to the n-gram assumption in language models, we
adopt the Markov assumption for sentence level generation with a “2-gram”
model, which means the current sentence being generated depends only on its
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Fig. 2. The architecture of the proposed multimodal recurrent generation model with
attention for radiology reports. Best viewed in color.

immediately preceding sentence and the image. This simplifies the estimated
probability to be:

P̂(Si =w1, w2, ...wT |V ; θ) =

P(S1|V )
︸ ︷︷ ︸

1

i−1
∏

j=2

P(Sj |V, Sj−1)

︸ ︷︷ ︸

2

P(w1|V, Si−1)
T

∏

t=2

P(wt|V, Si−1, w1, ...wt−1)

︸ ︷︷ ︸

3

.

(2)

Our goal is to find the optimal parameter for the Maximum Log-likelihood
Estimate (MLE) as

θ∗ = argmax
θ

L
∑

i=1

log P̂(Si = Gi|V ; θ), (3)

where Gi is the ground truth for the i-th sentence in the findings paragraph.
As shown in Eq. 2, we separate that equation into 3 parts denoted by under-

braces and introduce our model part by part. The overall architecture of our
framework that takes medical images from multiple views as input and gener-
ates a radiology report with impression and findings is shown in Fig. 2. In order
to generate the findings paragraph, we first use an encoder-decoder model which
takes an image pair as input and generates the first sentence. Then the first
sentence is fed into a sentence encoding network to output the semantic rep-
resentation of that sentence. After that, both visual features of the image and
semantic features of the preceding sentence are combined as the input to the
multimodal recurrent generation network that generates the next sentence. This
process is repeated until the model generates the last sentence in the paragraph.
More details will be explained in the next subsections.
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2.1 Image Encoder

In our model (Fig. 2), an image encoder is first applied to extract both global
and regional visual features from the input images. The image encoder is a
Convolutional Neural Network (CNN) that automatically extracts hierarchical
visual features from images. More specifically, our image encoder is built upon
the pre-trained resnet-152 [7]. We resize the input images to 224 × 224 to keep
consistent with the pre-trained resnet-152 image encoder. Then, the local feature
matrix f ∈ R

1024× 196 (reshaped from 1024 × 14 × 14) are extracted from the
“res4b35” layer of resnet-152. Each column of f is one regional feature vector.
Thus each image has 196 sub-regions. Meanwhile, we extract the global feature
vector f ∈ R

2048 from the last average pooling layer of resnet-152. For multiple
input images from several views (e.g., frontal and lateral views as demonstrated
in this paper), their regional and global features are concatenated accordingly
before feeding into the following layers. For efficiency, all parameters in layers
built from the resnet-152 are fixed during training.

2.2 Sentence Generative Model

In general, both the one-sentence impression and the first sentence in the findings
paragraph contain some high level descriptions of the image. Thus, we develop
a sentence generative model that takes the global visual features learned by the
image encoder as input. Such a model can be trained to generate the impression.
It can also be jointly trained with the recurrent generative model to generate
the first sentence in the findings as an initialization of the recurrent model (for-
mulated in part 1 of Eq. 2). In the sentence generative model, a single layer
LSTM [8] is used for sentence decoding. The initial hidden states and cell states
of the LSTM are set to be zero. The visual feature vector is used as the initial
input of the LSTM to predict the first word of the sentence and then the whole
sentence is produced word by word. Before being fed into the LSTM, a fully
connected layer is utilized to transform the visual feature vector so that it has
the same dimension as the word embedding. In all LSTM modules used in this
paper, the dimensions of word embedding and the dimensions of hidden states
are 512 and 1024, respectively.

2.3 Recurrent Paragraph Generative Model

As shown in Fig. 2, our recurrent paragraph generative model takes the sentence
and regional image features as input and generates findings paragraph sentence
by sentence. It has two main components: sentence encoder and attentional
sentence decoder.

Sentence Encoder is used to extract semantic vectors from text descrip-
tions. Two types of well-known text encoders are explored in this paper. The
first one is a Bi-directional Long Short-Term Memory (Bi-LSTM) [6] which can
encode better context information than the conventional one-directional LSTM.
In the Bi-LSTM, each word corresponds to two hidden states, one for each
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direction. Inspired by [3], the 1D convolution neural network is also applied for
sentence encoding. Our CNN model takes the 512 dimensional word embedding
as input and has three convolution layers to learn hierarchical features. Each
convolution layer has the kernel size 3, stride 1 and 1024 feature channels. The
max-pooling operation is applied over feature maps extracted from each convolu-
tion layer, yielding a 1024 dimensional feature vector. The final sentence feature
is the concatenation of feature vectors from different layers. We compare these
two proposed encoder networks in Sect. 3.

Attentional Sentence Decoder takes regional visual features and the pre-
viously generated sentence as a multimodal input, and generates the next sen-
tence. This solves both part 2 and part 3 of Eq. 2. The sentence decoder is a
stacked 2-layer LSTM. The image pair V are converted as input to the 2-layer
LSTM, then the learned encoding of the preceding sentence guides our model to
generate the next sentence. We repeat this process until an empty sentence is
generated, which indicates the end of the paragraph. In this way, the consistence
of context in the paragraph is guaranteed.

To make different sentences focus on different image regions and capture
the dependency between sentences, we propose a sentence based visual atten-
tion [15,20] mechanism for our recurrent generative model. Semantic features
of the preceding sentence and regional visual representations are fed through a
fully connected layer followed by a softmax layer to get the attention distribu-
tion over k = 196 image regions. First, we compute the attention weights over k
regions as

a = Watt tanh(Wvv + Wss1
k), (4)

where v ∈ R
dv×k are the regional visual features learned by the image encoder,

s ∈ R
ds represents the encoding of the preceding sentence. Watt ∈ R

1×k, Wv ∈
R

k×dv and Ws ∈ R
k×ds are parameters of the attention network. 1k ∈ R

1×k is a
vector with all ones. dv = 1024 is the dimension of the regional visual feature; ds

is the dimension of the sentence feature (ds = 2048 for Bi-LSTM and ds = 3072
for CNN sentence encoder). Next, we normalize it over all regions to get the
attention distribution:

αi =
exp(ai)∑
i exp(ai)

, (5)

where ai is the i-th dimension in a. Finally, we compute the weighted visual
representation as

vatt =
k∑

i=1

αivi. (6)

The input of the sentence decoder are now the weighted visual representation.
When generating different sentences, the attention model focuses on different
regions of the image based on the context of the preceding sentence. Features
or regions which are not relevant to current sentence are filtered out and the
model cannot see the sentence encoding directly so it is less likely to overfit to
the semantic input. Performance comparison for the model with and without
attention module can be found in Sect. 3.

All our proposed models are trained by the Adam optimizer [11]. The initial
learning rate is set to be 1e−4 and learning rate decay is 0.9 for every 5 epochs.
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The batch size is 460 for training. During the training, we adopt a teacher forcing
policy, i.e., we always feed our decoder with ground truth word or sentence
for the generation in the next timestep. During testing, greedy search is used
for generating words and sentences in every timestep for efficiency. Previously
generated words/sentences will be fed into the decoder as part of the input for
the next word/sentence. The recurrent generative model will keep generating
sentences until it generates an empty sentence. All modules are trained jointly
in an end-to-end fashion by minimizing the cross entropy loss.

3 Experiments

We evaluate our model on the Indiana University Chest X-Ray collection [4]. The
dataset contains 3,955 radiology reports from 2 large hospital systems within the
Indiana Network for Patient Care database, and 7,470 associated chest x-rays
from the hospitals’ picture archiving systems. Each report is associated with a
pair of images which are the frontal and lateral views, and contains comparison,
indication, findings, and impression sections. All reports are fully anonymized for
de-identification; however, 2.5% of findings/impression words are also removed
during the de-identification, resulting in some keywords missing in the report.
Since the original data are from multiple hospitals and are inconsistent, there
are some images or findings missing in the original dataset. For our experiments,
we filtered out reports without two complete image views or without complete
sections of findings and impression, resulting in a smaller dataset with 2,775
reports associated with 5,550 images.

For data preparation, we tokenized all the words in the findings and impres-
sion in the dataset and obtained 2,218 unique words. Considering that the c
size is already very small, we decided not to drop infrequent words with only
once or twice appearances. We also added two special tokens, 〈S〉 and 〈/S〉, into
the vocabulary to indicate the start and the end of a sentence. To evaluate our
models, we randomly picked 250 reports to form the testing set. All evaluations
are done on the testing set.

We use some common evaluation metrics for image captioning to provide a
quantitative comparison. We report BLEU [16], METEOR [5] and ROUGE [14]
scores of all proposed models and compare them with baseline models in Table 1.
However, these evaluation metrics are not specially designed for medical report
generation tasks. Hence we suggest another complementary metric. We con-
struct a keyword dictionary from MTI annotations of the original dataset and
some manual annotations. The dictionary contains 438 unique keywords, and
we compute the keywords accuracy (KA) metric as the ratio of the number of
keywords correctly generated by a model to the number of all keywords in the
groundtruth findings. An example result can be found in Fig. 1.

For comparison, we reimplemented two baseline models [12,19] for radiol-
ogy report generation. We use the same pre-trained resnet-152 image encoder
for all models. Note that we do not have a pre-trained dense captioning model
for medical images, thus we only use features learned by the image encoder
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directly for hierarchical generation [12]. Since Bi-LSTM encoding achieves bet-
ter performance than convolution encoding in experiments, we adopt Bi-LSTM
encoding for our final model. We also implemented a baseline model without
attention module. In the recurrent generative model without attention, the sen-
tence encoding learned by the sentence encoder are used as the initial hidden
state and cell state of the sentence decoder. From Table 1, we can see that our
final model with attention shows significant improvements over baseline models
in all evaluation metrics. Moreover, although the hierarchical model [12] achieves
reasonably high evaluation scores, the generated reports contain some repetitions
and the paragraphs are not very coherent. In comparison, reports generated by
our proposed model contain fewer repetitions and have more coherent context.

Table 1. Evaluation of generated reports on our testing set using BLEU, METEOR,
ROUGE and KA metrics. We compare our models with two baseline models including
a baseline implementation of the hierarchical generation model [12].

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE KA

Vanilla CNN-RNN [19] 0.273 0.144 0.116 0.082 0.125 0.226 0.435

Hierarchical generation [12] 0.437 0.323 0.221 0.172 0.244 0.325 0.568

Ours-recurrent-conv 0.416 0.298 0.217 0.163 0.227 0.309 0.532

Ours-recurrent-BiLSTM 0.423 0.307 0.223 0.165 0.236 0.322 0.543

Ours-recurrent-attention 0.464 0.358 0.270 0.195 0.274 0.366 0.596

4 Discussions

In this paper, our main focus is on generating detailed findings for a report. For
impression generation, a classification based method may be better at distin-
guishing abnormal cases and then giving the final conclusion. From the example
results in Fig. 1 we can see that in the first row, both findings and impression are
in accord with the groundtruth. However, in the second row of Fig. 1, both the
generated findings and impression missed some abnormal descriptions. The main
reason may be that we are training on a small training set, the training samples
for abnormal cases are even fewer, and there are some inconsistency as well as
noise in the original groundtruth reports. Moreover, our model does not create
very well new sentences that have never appeared in the training set. This could
be due to the difficulty in learning correct grammar from a small corpus since
the objective function for training does not consider syntactic correctness. We
expect that addressing the above limitations would require a larger and better
annotated dataset, a new training strategy and a new evaluation metric which
takes both keyword accuracy and grammar correctness into account.
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5 Conclusions

In summary, we have proposed a multimodal recurrent model with attention for
radiology report generation. A long and detailed paragraph can be generated
recurrently sentence by sentence. Such a model can provide interpretable jus-
tifications as part of a computer-aided reporting system to assist clinicians in
making decisions. We have shown that generating long and detailed paragraphs
of findings is not only theoretical feasible but also practically useful. Experi-
ments on a chest x-rays dataset demonstrate the effectiveness of our proposed
method.
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